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Chapter 61: Adaptive Immunity: B Cells & Antibodies

INTRODUCTION

B cells perform two important functions: (1) they differentiate into plasma cells that produce antibodies and (2) they differentiate into long­lasting
memory cells that respond robustly and rapidly to reinfection.

Antibodies are the principal defense used by the immune system to prevent infection because, by binding to the microbes’ surfaces, they can inhibit
them from attaching to target cells and/or help innate killing mechanisms. Antibodies can also inhibit toxins such as those made by tetanus
and diphtheria. Vaccines work by raising protective, or neutralizing, antibodies.

Advances in cell biology have allowed the generation of large quantities of engineered monoclonal antibodies. The ability of these antibodies to
strongly bind a specific antigen with very limited “cross­reactive” binding of other antigens is the basis for many common diagnostic tests and an
increasing array of therapies for various diseases (see Monoclonal Antibodies section later in this chapter).

B­CELL MATURATION

As described in Chapter 59, B cells come from stem cells called common lymphoid progenitors, which give rise to all lymphocytes. Each mature B
cell represents a clone, a group of cells arising from a precursor, all of which have the same heavy chain and light chain rearrangements to form the
same B­cell receptor (BCR). Because the BCR—and secreted antibodies—from the clone and its progeny all have the same antigen specificity, these
antibodies are called monoclonal. Figure 61–1 depicts an overview of the phases of B­cell maturation.

FIGURE 61–1

Maturation of B cells. B cells arise from lymphoid progenitor stem cells and differentiate into pre­B cells expressing μ heavy chains in the cytoplasm and
then into mature B cells expressing monomer IgM on the surface. This occurs independent of antigen. Activation of B cells, class switching, and
differentiation into memory B cells and plasma cells occurs after exposure to antigen (red star) and is enhanced by T­cell help. μ = mu heavy chains in
cytoplasm; Y = IgM (blue) or IgG (purple). (Adapted with permission from Stites DP, Terr A: Basic & Clinical Immunology, 7th ed. New York, NY: McGraw
Hill; 1991.)

B­CELL ACTIVATION

B cells constitute about 30% of circulating lymphocytes. In lymph nodes, they are located in follicles; in the spleen, they are located in the white pulp.
They are also found in gut­associated lymphoid tissue (GALT) such as Peyer’s patches. They express the chemokine receptor CXCR5, which guides
them toward chemokines produced in a region called the B­cell follicle. B cells reside in the follicles and survey the lymph and bloodstream for
antigens.

After binding an antigen  B cells are stimulated to proliferate and “class switch ” Like T cells  B cells generally require two signals to become activated
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After binding an antigen, B cells are stimulated to proliferate and “class switch.” Like T cells, B cells generally require two signals to become activated.
Signal 1 is the binding of antigen to the BCR (Figure 61–2). Binding of multiple BCRs leads to cross­linking in which the BCRs are clustered together,
increasing the signals sent into the cell. The more BCRs that are cross­linked by antigen, the stronger the signal will be. As we will discuss below, signal
2  can come from a variety of sources. What the various types of signal 2 have in common is that they are inflammatory, meaning they only accompany
foreign antigens that represent a real threat to the host.

FIGURE 61–2

Overview of B­cell activation. A: T­cell–independent Response. T­cell–independent antigens are large multivalent structures, often
polysaccharides (purple) of a bacterial cell (gray circles), that cross­link many IgM receptors to achieve a strong activation signal 1. Signal 2 might
include complement C3b derivatives (light blue) bound to the bacterial cell (shown on upper left of cell), or pathogen­associated molecular patterns
(gray bars, shown binding to pattern recognition receptor on upper right of cell). Without T­cell help, these responses are short­lived and dominated
by IgM plasma cells, although some IgG is also generated. Note that the IgM receptors initially recognize and bind the polysaccharide, so all resulting
antibodies will be specific for that polysaccharide. B: T­cell–dependent Response. A T­cell–dependent antigen must contain at least some protein
component. The B­cell receptor (BCR) binds a specific part of the antigen, it is endocytosed by the B cell, and the peptides are processed and
complexed with class II major histocompatibility complex (MHC) proteins. During the germinal center reaction, B cells compete to present antigen to
peptide­specific T follicular helper (Tfh) cells that had been previously activated by dendritic cells presenting the same peptide fragment of the antigen.
In the germinal center, the B­cell clones that receive more CD40 ligand (CD40L) and cytokines are able to proliferate, class switch, and become long­
lived memory B cells and plasma cells.

Naïve B cells are short lived; without signal 2, they fail to achieve activation and are either deleted by apoptosis or become anergic, a state of
nonresponsiveness. The requirement for inflammatory input from signal 2 at the time of activation is a safeguard so that B cells are not inadvertently
activated by harmless antigens. Upon activation, B cells can either differentiate into long­lived plasma cells, which secrete more antibody, or into
long­lived memory B cells, which wait in the follicles of the secondary lymphoid organs to respond to a reinfection.

T­Cell–Independent Activation

In some circumstances, B cells can be activated by a strong signal 1 and signal 2 and do not need T­cell help (see Figure 61–2A). Antigens that activate B
cells without T­cell help are usually large multivalent molecules such as the chains of repeating sugars that make up bacterial capsular polysaccharide.
The repeated subunits act as a multivalent antigen that cross­links many IgM antigen receptors on the B cell and sends a strong activating signal 1
into the B cell. Other macromolecules, such as lipids, DNA, and RNA, can also provide signal 1 to the B cell if these antigens are recognized by its surface
BCR.

During T­cell–independent activation, the B cell’s signal 2 can come from various innate (T­cell–independent) inflammatory sources:

1.  B cells have pattern recognition receptors, which recognize pathogen­associated molecular patterns (PAMPs)

2.  B cells have the complement receptor CR2, which recognize cleavage products of C3b released during complement activation (see Chapter 63)

3.  Vaccine adjuvants can activate a B cell without requiring T­cell help (see Chapter 57).

These events typically occur outside the B­cell follicle, and the plasma cells generated by T­cell–independent activation are relatively short­lived.

The T­cell–independent response is significant because it is the main response to bacterial capsular polysaccharides, which are not proteins and
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The T­cell–independent response is significant because it is the main response to bacterial capsular polysaccharides, which are not proteins and
therefore not recognized by T cells. For example, the pneumococcal polysaccharide vaccine contains the surface polysaccharides of the most common
serotypes of Streptococcus pneumoniae along with an adjuvant but no carrier protein. Together, the polysaccharide (signal 1) and adjuvant (signal 2)
strongly activate B cells. However, because the vaccine does not contain peptides, activation of B cells by these polysaccharides is considered to be T­
cell–independent.

T­Cell–Dependent Activation

The previous example illustrates an important concept for vaccine design, but, in general, antibodies generated independently of T­cell help are short­
lived and are less specific for their antigens compared with antibodies generated with T­cell help. The strongest and most specific antibody response
requires the participation of dendritic cells (DCs) and T cells. To describe T­cell–dependent activation of B cells, we first need the activation of naïve
T cells (see Figure 61–2B, right side). As described in Chapter 60, CD4­positive T cells are activated by DCs presenting a foreign peptide complexed with
class II major histocompatibility complex (MHC) proteins, along with co­stimulation.

Consider a T cell activated by a peptide. As it undergoes clonal proliferation, some of the offspring will differentiate into T follicular helper (Tfh)
cells (see Chapter 60). Upon activation, a Tfh cell turns off CCR7, which held it in the T cell zone, and turns on CXCR5, pulling it into the B­cell
follicle.

While this happens, antigen fragments of the same foreign entity circulate into the B­cell follicles of the secondary lymphoid tissue and interact directly
with the antigen receptors (which are membrane­bound IgM molecules) of naïve B cells. The recognized epitopes of these circulating antigens might
be lipid, polysaccharide, or nucleic acid components, but some component of the antigen may also contain the same peptide. The B cell then uses its
BCR to take up the antigen into endosomes, and the antigen is processed. This B cell can now function as an antigen­presenting cell. The
antigen is processed and its peptide components are complexed with class II MHC molecules and presented on the B cell’s surface to interact with the
Tfh cells at the border of the T­cell zone. Note that the Tfh cell recognizes the peptide, but the antibody from that B cell will recognize whatever lipid,
polysaccharide, nucleic acid, or protein that initially bound to its BCR; the antibody is not determined by the peptide in the DC­T cell interaction.

Class Switching & Affinity Maturation

If a Tfh cell recognizes the antigen peptide presented by the B cell’s class II MHC molecules, the Tfh cell provides two key signals back to the B cell: first,
CD40 ligand (CD40L) molecules on the Tfh cell bind to CD40 on the B cell; and second, the Tfh cells produce the cytokine interleukin (IL)­21.
Together, these signals have three important effects on the B cells:

1.  Rapid proliferation

2.  Class switching, changing from using the Cμ segment to using one of the other heavy chain CH segments (Cγ, Cε, or Cα) (see Figure 61–3)

3.  Somatic hypermutation

FIGURE 61–3

Class switching. T­cell help induces activation­induced cytidine deaminase (AID)­driven class switching. Activated IgM­positive B cells receive help
from T follicular helper (Tfh) cells, including CD40 ligand (CD40L) and interleukin (IL)­21. This causes AID to create double­strand DNA breaks in the
heavy chain locus that remove Cμ and Cδ and bring the VDJ region adjacent to one of the other C regions, either γ, ε, or α. After RNA splicing, the B cell
begins to express IgG, IgE, or IgA instead of IgM.
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Genetic deficiency of the gene encoding CD40L causes an immunodeficiency called hyper­IgM syndrome. Patients with this disease have very high
immunoglobulin (Ig) M levels and very little IgG, IgA, and IgE because their B cells are unable to receive T­cell help and therefore are unable to
proliferate and “class switch.” Hyper­IgM syndrome is characterized by severe bacterial infections (see Chapter 68). As a B­cell clone divides, switches
its class, and hypermutates, the newly formed cluster of cells is called a germinal center.

Both B­cell class switching and somatic hypermutation are directed by the enzyme activation­induced cytidine deaminase (AID). For class
switching, AID makes double­strand breaks in the DNA of the CH locus of the heavy chain, removing the intervening DNA between the VDJ region and

either Cγ, Cε, or Cα (see Figure 61–3). This causes irreversible switching of that IgM­positive B cell to instead express surface IgG, IgE, or IgA. The
decision of whether to switch to IgG, IgE, or IgA is made based on the cytokine signals that the B cell receives:

1.  IL­21 plus gamma interferon (IFN­γ)→ IgG. This makes sense because IFN­γ is the cytokine associated with macrophage activation, and it is
the same cytokine that generates the antibody most associated with opsonization and phagocytosis.

2.  IL­21 plus IL­4→ IgE. This makes sense because IL­4 is one of the main cytokines associated with Th­2 immunity, and it is the same cytokine that
generates the antibody most associated with mast cell, basophil, and eosinophil activity. Patients with allergic diseases caused by excess IgE often
have excess IL­4.

3.  IL­21 plus various “mucosal” cytokines→ IgA. This makes sense because the cytokines in mucosal barriers induce antibodies that are
secreted across mucosal surfaces. (A deficiency in the gene encoding the receptor for some these cytokines causes IgA deficiency, which can
present with serious sinopulmonary and gastrointestinal infections.)

Recall that the variable region of an antibody is responsible for binding to antigen, and because the variable region is not affected by class switching,
the resulting IgG, IgE, or IgA antibodies should have the same antigen specificities. However, AID does something else. It also makes nucleotide
substitutions in the gene regions that encode the VH and VL chains. This results in the exchange of new amino acids into the antigen­binding

hypervariable region, massively increasing the potential diversity of the B­cell pool.

With successive cell division and new mutations, the enlarging pool of B cells continue to compete for the circulating antigens that are present in the
follicle; those B cells with higher affinity will be more likely to bind and take up the antigens and therefore more likely to present the correct peptides to
CD40L­positive Tfh cells, whereas B cells with lower affinity immunoglobulins will be outcompeted, will not receive the Tfh cell’s survival signals, and
therefore will die. This process is called affinity maturation, and over multiple rounds of cell division, mutation, competition, and selection, a pool of
highly specific B­cell clones evolves from the initial germinal center (Figure 61–4). Many germinal centers in many secondary lymphoid organs are
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therefore will die. This process is called affinity maturation, and over multiple rounds of cell division, mutation, competition, and selection, a pool of
highly specific B­cell clones evolves from the initial germinal center (Figure 61–4). Many germinal centers in many secondary lymphoid organs are
engaged with each infection, ensuring a broad polyclonal antibody response.

FIGURE 61–4

Germinal center reaction. B cells compete for antigen to receive T­cell help in the germinal center reaction. Naïve IgM­positive B cells survey for
antigens in the B­cell follicle. Those that bind antigen (light brown) are selectively activated to engulf and process the antigen and present the peptides
to T follicular helper (Tfh) cells. If a Tfh cell recognizes the peptide, it provides help (CD40L and interleukin [IL]­21), and B­cell clonal expansion initiates
the germinal center reaction: (1) Repeated rounds of activation­induced cytidine deaminase (AID)­driven somatic hypermutation in the clones alter the
specificity of the surface IgM for the antigen. Clones that out­compete their neighbors for antigens in the follicle (darker brown nuclei) enable them
more interactions with Tfh cells, leading to progressive affinity maturation. (2) Tfh cytokines induce AID­driven class switching. (Note: In this case,
gamma interferon [IFN­γ] signaled the B cells to class switch to IgG. If the Tfh cells provided IL­4, the B cells would class switch to IgE.) The successful
clones either become long­lived plasma cells that leave the follicle or have the potential to become circulating memory B cells expressing IgG.

T­cell “help,” in the form of IL­21 and CD40L, is also the main stimulus that drives B cells to differentiate into long­lived plasma cells. It might seem
that this requirement of T­cell help to make plasma cells is unnecessarily cumbersome, but remember that the T cells have been carefully selected in
the thymus not to see “self” peptides, and therefore, the involvement of T cells in B­cell activation is an additional safeguard against autoimmunity.
Compared with T­cell–independent activation, the presence of Tfh cells generates higher titers of IgG, IgA, and IgE antibodies, longer­lived plasma
cells, and a stronger response upon reinfection.

The concept of T­cell help for B cells was used in making an improved pneumococcal “conjugate” vaccine. The polysaccharides from common
serotypes of S. pneumoniae were conjugated to a highly immunogenic protein. The vaccine is taken up by DCs, which process the protein
component to be recognized by the T cells that become Tfh cells. In contrast, the B cells that are activated by the vaccine recognize the polysaccharide
component, but once they bind the polysaccharide, they also take up and process the conjugated protein. Like the DCs, the B cells process this protein
component and present the peptides to the newly activated Tfh cells. In this way, T­cell help is recruited to the follicle, generating high titers of
antibody specific for the polysaccharide (see Figure 61–2).

THE PRIMARY RESPONSE

The primary response occurs the first time that an antigen is encountered. This usually involves T­cell–dependent activation of B cells, as described
earlier (see Figure 61–2). Most of the B cells activated from an initial exposure undergo class switching and affinity maturation and differentiate into
plasma cells. Plasma cells secrete thousands of antibody molecules per second for a life span that lasts from a few days to months.

The first antibodies are detectable in the serum after around 7 to 10 days in a primary response but can be longer depending on the nature and dose
of the antigen and the route it takes to the secondary lymphoid organ (e g  bloodstream or draining lymphatics)  Antibody levels continue to rise for
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The first antibodies are detectable in the serum after around 7 to 10 days in a primary response but can be longer depending on the nature and dose
of the antigen and the route it takes to the secondary lymphoid organ (e.g., bloodstream or draining lymphatics). Antibody levels continue to rise for
several weeks and then decline. As shown in Figure 61–5, the f irst antibodies to appear in the primary response are IgM, followed by IgG, IgE, or IgA, as
more class­switched plasma cells are generated. IgM levels decline earlier than IgG levels because these plasma cells have shorter life spans.

FIGURE 61–5

Antibody synthesis in the primary and secondary responses. In the primary response, immunoglobulin (Ig) M is the first type of antibody to appear. In
the secondary response, IgG and IgM appear but IgG shows a more rapid rise and a higher final concentration than in the primary response.

THE SECONDARY RESPONSE

A small fraction of activated B cells become memory B cells, which can remain quiescent in the B­cell follicles but are activated rapidly upon
reexposure of their surface BCR to antigen.

When there is a second encounter with the same or closely related antigen, months or years after the primary response, the secondary response is
both more rapid (the lag period is typically only 3 to 5 days) and generates higher levels of antibody than did the primary response (see Figure 61–
5). The memory B cells, which underwent some degree of affinity maturation during the primary response, now proliferate to form a new germinal
center and repeat the process of affinity maturation before generating new plasma cells.

This means that, with each exposure, antibodies tend to bind antigen with higher affinity because the memory B cells are subjected to further rounds
of affinity maturation (see Figure 61–4). During the secondary response, more long­lived IgG plasma cells are generated, meaning secondary IgG levels
are higher and tend to persist longer (see Figure 61–5). This concept is medically important because the protection from the first dose of a vaccine can
be “boosted” with repeat doses.

RESPONSE TO MULTIPLE ANTIGENS ADMINISTERED SIMULTANEOUSLY

When two or more antigens are encountered at the same time, the host reacts by producing antibodies to all of them. Combined immunization is
widely used and shown to be just as effective as single immunization (e.g., the diphtheria, tetanus, pertussis [DTP] vaccine and the measles, mumps,
rubella [MMR] vaccine).

EFFECTOR FUNCTIONS OF ANTIBODIES

The primary function of antibodies is to protect against infectious agents or their products (Table 61–1). Antibodies provide protection by:

1.  Activating complement to lyse cell membranes and drive inflammation (see Chapter 63)

2.  Opsonize bacteria, with or without complement

3.  Stimulate immune cells’ Fc receptors to kill a target cell, also called antibody­dependent cellular cytotoxicity (ADCC)
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4.  Bind and neutralize toxins and viruses.

TABLE 61–1

Important Functions of   Immunoglobulins

Immunoglobul in Major Functions

IgG Main antibody in the secondary response. Opsonizes bacteria, making them easier to phagocytize. Fixes complement, which

enhances bacterial killing. Neutralizes bacterial toxins and viruses. Crosses the placenta.

IgA Secretory IgA prevents attachment of bacteria and viruses to mucous membranes. Does not fix complement.

IgM Produced in the primary response to an antigen. Fixes complement. Does not cross the placenta. Antigen receptor on the surface of

B cells.

IgD Uncertain. Found on the surface of many B cells as well as in serum.

IgE Mediates immediate hypersensitivity by causing release of contents from the granules of mast cells and basophils upon exposure to

antigen (allergen). Defends against worm infections by causing release of enzymes from eosinophils. Does not fix complement.

Important host defense against tissue­invasive helminth infections.

Note that this last mechanism—the binding of an antibody’s Fab to its target—is independent of the Fc region. This mechanism is the basis for many
therapeutic blocking antibodies. Some examples include antibodies that inhibit cytokines, chemokines, or other pathogenic proteins.

Opsonization is the process by which antibodies make microbes more easily ingested by phagocytic cells. This occurs by either of two reactions: (1) the
Fc portion of IgG interacts with its receptors on the phagocyte or (2) IgG or IgM activates complement to yield C3b, which interacts with its receptors on
the surface of the phagocyte.

Table 61–2 is a summary of the properties of the various classes of immunoglobulins.

TABLE 61–2

Properties of  Human Immunoglobulins

Property l gG l gA lgM lgD lgE

Percentage of total immunoglobulin in serum (approximate) 75 15 9 0.2 0.004

Serum concentration (mg/dL) (approximate) 1000 200 120 3 0.05

Sedimentation coefficient 7S 7S or 11S1 19S 7S 8S

Molecular weight (×1000) 150 170 or 4001 900 180 190

Structure Monomer Monomer or dimer Monomer or pentamer Monomer Monomer

H chain symbol γ α μ δ ε

Complement fixation ++ – ++ – –

Transplacental passage ++ – – – –
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1The 11S form is found in secretions (e.g., saliva, milk, and tears) and fluids of the respiratory, intestinal, and genital tracts.

2IgM opsonizes indirectly by activating complement. This produces C3b, which is an opsonin.

TABLE 61–2

Properties of  Human Immunoglobulins

Property l gG l gA lgM lgD lgE

Percentage of total immunoglobulin in serum (approximate) 75 15 9 0.2 0.004

Serum concentration (mg/dL) (approximate) 1000 200 120 3 0.05

Sedimentation coefficient 7S 7S or 11S1 19S 7S 8S

Molecular weight (×1000) 150 170 or 4001 900 180 190

Structure Monomer Monomer or dimer Monomer or pentamer Monomer Monomer

H chain symbol γ α μ δ ε

Complement fixation ++ – ++ – –

Transplacental passage ++ – – – –

Mediation of allergic responses – – – – ++

Found in secretions – ++ – – –

Opsonization ++ – –2 – –

Antigen receptor on B cell – – ++ ? –

Polymeric form contains J chain – ++ ++ – –

ISOTYPES & ALLOTYPES

Two antibodies with the same antigen specificity might nevertheless have important differences:

1.  Isotype antibodies are defined by their Fc regions. For example, the different antibody classes (IgM, IgD, IgG, IgA, and IgE) are different isotypes;
the constant regions of their H chains (μ, δ, γ, α, and ε) are different.

2.  Allotype antibodies might be of the same isotype but have additional features that vary among individuals. They vary because the genes that
encode the light and heavy chains are polymorphic, and individuals can have different alleles. For example, the γ heavy chain contains an allotype
called Gm, which varies by one or two amino acids between individuals.

PROPERTIES OF ANTIBODY ISOTYPES (CLASSES)

IgG
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Each IgG molecule consists of two L chains and two H chains linked by disulfide bonds (molecular formula H2L2) (see Figure 61–6C). Because it has two
identical antigen­binding sites, it is said to be divalent. There are four subclasses, IgG1 to IgG4, based on differences in the H chains and on the
number and location of disulfide bonds. IgG1 makes up most (65%) of the total IgG. IgG2 is directed against polysaccharide antigens and is an
important host defense against encapsulated bacteria.

FIGURE 61–6

Structure of immunoglobulin (Ig) A and IgM, showing light chains in green and heavy chains in blue. A : Serum IgA monomer and dimer, linked by a J
chain (orange). B: Secretory IgA dimer, linked by a J chain with an additional secretory protein (purple). C: IgG monomer, with complement­binding
domains (red ovals). D : Pentamer of IgM molecules, which have a fourth CH domain (gray), complement­binding domains, and a single J chain linking

two adjacent molecules. Disulfide between the CH domains maintains the pentamer structure. (Note that the IgM molecules have a fourth CH domain.)

(Adapted with permission from Stites D, Terr A, Parslow T: Basic & Clinical Immunology, 8th ed. New York, NY: McGraw Hill; 1994.)

IgG is the predominant antibody in the secondary response and constitutes an important defense against bacteria and viruses (see Table 60–1). IgG
is the only antibody to cross the placenta; only its Fc portion binds to receptors on the surface of placental cells (see Table 61–2). This receptor,
called FcRn, transports maternal IgG across the placenta into the fetal blood. IgG is therefore the most abundant immunoglobulin in newborns.
This is an example of passive immunity because the IgG is made by the mother, not by the fetus (see Chapter 57). Another important attribute of IgG is
that it is one of the two immunoglobulins that can activate complement; IgM is the other (see Chapter 63).

IgG is the immunoglobulin that opsonizes. It can opsonize (i.e., enhance phagocytosis) because there are receptors for the γH chain, called Fcγ
receptors, on the surface of phagocytes. These Fcγ receptors are also found on natural killer (NK) cells, which are responsible for ADCC. If a target
cell’s membrane antigens are bound by the Fab portion of an IgG antibody (e.g., if the cell is infected by a virus), then the Fc portion of these antibodies
can activate the surface Fcγ receptors of the NK cell. This triggers the NK cell to release its cytotoxic mediators, including perforins and proteases,
killing the target cell.

IgG has various sugars attached to the heavy chains, especially in the CH2 domain. The medical importance of these sugars is that they determine

whether IgG will have a proinflammatory or antiinflammatory effect. For example, if the IgG molecule has a terminal N­acetyl glucosamine, it is
proinflammatory because it will bind to mannose­binding ligand and activate complement (see Chapter 63 and Figure 63–1). In contrast, if the IgG has a
sialic acid side chain, then it will not bind and becomes anti­inflammatory. Thus, IgG proteins specific for a single antigen that are of the same clone
(i.e., made by the same plasma cell) can, at various times, possess different properties depending on these sugar modifications.

IgA

IgA is the main immunoglobulin in secretions such as colostrum, saliva, tears, and respiratory, intestinal, and genital tract secretions. It prevents
attachment of microorganisms (e.g., bacteria and viruses) to mucous membranes. Secreted IgA consists of two H2L2 units plus one molecule each of J
(joining) chain and secretory component (Figure 61–6A and B). (The J chain is only found in IgA and IgM, which are the only immunoglobulins that exist
as multimers. The J chain helps form the disulfide bonds that bind multiple heavy chains into a multimer.) The secretory component is a polypeptide
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(joining) chain and secretory component (Figure 61–6A and B). (The J chain is only found in IgA and IgM, which are the only immunoglobulins that exist
as multimers. The J chain helps form the disulfide bonds that bind multiple heavy chains into a multimer.) The secretory component is a polypeptide
synthesized by epithelial cells that provides for IgA passage to the mucosal surface. It also protects IgA from being degraded by proteases in the
intestinal tract. In serum, some IgA exists as monomeric H2L2.

IgM

IgM is the main immunoglobulin produced early in the primary response. It is present as a monomer on the surface of virtually all B cells as the BCR.
In serum, IgM is a pentamer composed of five H2L2 units plus one molecule of J (joining) chain (see Figure 61–6D). IgM cannot bind to Fcγ receptors to
facilitate opsonization or ADCC. However, IgM does bind to complement, and the resulting C3b is an opsonin (see Chapter 63). Because the IgM
pentamer has 10 antigen­binding sites, it has the highest avidity of the immunoglobins and is the most efficient in agglutination, complement
activation, and other antibody reactions. It can be produced by the fetus in certain infections.

IgD

This immunoglobulin has no known antibody function but may function as an antigen receptor. It is present on the surface of many B lymphocytes and
in small amounts in serum.

IgE

IgE is medically important for two reasons: (1) it mediates immediate (anaphylactic) hypersensitivity (see Chapter 65) and (2) it participates in host
defenses against certain parasites (e.g., helminths [worms]) (see Chapter 56). The Fc region of IgE binds to Fcε receptors on the surface of mast cells
and basophils. Bound IgE then becomes a receptor for antigen (allergen). When the antigen­binding sites of adjacent IgEs are cross­linked by allergens,
several mediators are released by the cells, and immediate (anaphylactic) hypersensitivity reactions occur (see Figure 65–1). Although IgE is present in
trace amounts in normal serum persons with allergic reactivity have greatly increased amounts, and IgE may appear in external secretions. IgE does
not bind to complement and does not cross the placenta.

IgE may provide host defense against certain important helminth (worm) infections, such as Strongyloides, Trichinella, Ascaris, and the hookworms
Necator and Ancylostoma. The larvae of these worms migrate through tissue causing the increased serum IgE level seen in these infections. Because
worms are too large to be ingested by phagocytes, they are killed by eosinophils that release worm­destroying enzymes. IgE specific for worm proteins
binds to Fcε receptors on eosinophils, triggering the ADCC response with release of major basic protein from the eosinophil’s granules.

ANTIBODIES IN THE FETUS

In general, the fetus and the newborn have an underdeveloped immune system that responds weakly to infections and vaccines. Antibodies in the
fetus are primarily IgG acquired by transfer of maternal IgG across the placenta. This is why it is important to confirm the mother’s vaccine history to
ensure the newborn will be protected.

After birth, it generally takes months until newborn infants can make IgG (and other isotypes, such as IgM and IgA), so most vaccines are delayed by
several months after birth to ensure the newborn’s immune system has developed enough to respond. During this time, maternal IgG gradually
declines, and protection from maternal IgG is lost by 3 to 6 months. The risk of infections begins to increase over this time, which is why the first set of
vaccines is usually recommended by 2 months.

ANTIBODIES IN THE DIAGNOSIS OF DISEASES

Immunoglobulins themselves can also be detected with anti­immunoglobulin antibodies. This is used to diagnose patients with an infection. In
other words, rather than trying to detect a particular microbe, it is often easier to detect the antibody specific for that microbe using an anti­
immunoglobulin antibody. This is the basis for many tests for infections, including human immunodeficiency virus (HIV) tests. It can also be used to
detect self­reactive antibodies, which cause autoimmune diseases such as myasthenia gravis. In addition, antibodies can also be used to treat various
diseases as discussed in the section entitled “Creating Therapeutic Antibodies” below.

MONOCLONAL ANTIBODIES
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The antibodies you make against a single vaccination or infection are usually made by many different clones of B cells (i.e., they heterogeneous, or
polyclonal). Antibodies that arise from a single clone of cells are homogeneous, or monoclonal. Often, a plasma cell malignancy, such as
multiple myeloma, can be diagnosed because a single proliferating clone might produce abnormally high levels of a monoclonal immunoglobulin,
usually IgG.

The remarkable specificity of an antibody’s hypervariable region for its target molecule has made monoclonal antibodies an invaluable resource in
laboratory research and clinical applications. In the 1970s, the first method of generating virtually unlimited quantities of monoclonal antibodies in the
laboratory was described (Figure 61–7). Hybridoma cells, formed by the fusion of two different cells, can be created by (1) isolating spleen cells
from an animal (e.g., a mouse) previously immunized with an antigen of interest and (2) mixing these cells in a culture dish with mouse myeloma
cells (which grow indefinitely in culture but do not make antibodies) so that the two cell types fuse. The newly formed hybridoma cells produce
antibodies against the antigen of interest. More recent advances have eased production of therapeutic antibodies (see box “Creating Therapeutic
Antibodies”) that are now used in a variety of clinical situations, including prevention of infectious disease.

FIGURE 61–7

Overview of the approach to generating monoclonal hybridomas. A mouse is immunized with an antigen of interest (red star). Spleen cells are isolated
and mixed with mouse myeloma cells, which can grow indefinitely in culture but do not make antibody. A “fusing agent” is added to encourage the two
cell types to combine. The resulting antibody­producing hybridoma clones are sorted into culture wells, one cell to each well. Their antibodies are
screened against the antigen of interest, and clones that make high­affinity antibodies are selected to be cultured to make antibody indefinitely.

CREATING THERAPEUTIC ANTIBODIES

Hybridoma antibodies were the first monoclonal antibodies to be generated but have significant limitations as therapeutics because different
animal species have different heavy chains. This means that many mouse antibodies, for example, bind poorly to human Fc receptors and,
therefore, cannot initiate ADCC. These antibodies are also immunogenic if given repeatedly, resulting in hypersensitivity reactions.

This problem was solved with new techniques to cut and fuse pieces of DNA, which allowed the creation of chimeric monoclonal antibodies in
which the DNA encoding the mouse spleen cell variable regions is fused to DNA encoding the human constant regions (Figure 61–8). These
antibodies are about 65% human. The advantage of the mouse variable region is that it is easy to obtain mouse spleen cells that make antibodies
against, for example, a human or viral protein injected into the mouse. The names of chimeric antibodies end with the suffix –ximab, such as
infliximab (antitumor necrosis factor [TNF]) and rituximab (anti­CD20).
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CREATING THERAPEUTIC ANTIBODIES

Hybridoma antibodies were the first monoclonal antibodies to be generated but have significant limitations as therapeutics because different
animal species have different heavy chains. This means that many mouse antibodies, for example, bind poorly to human Fc receptors and,
therefore, cannot initiate ADCC. These antibodies are also immunogenic if given repeatedly, resulting in hypersensitivity reactions.

This problem was solved with new techniques to cut and fuse pieces of DNA, which allowed the creation of chimeric monoclonal antibodies in
which the DNA encoding the mouse spleen cell variable regions is fused to DNA encoding the human constant regions (Figure 61–8). These
antibodies are about 65% human. The advantage of the mouse variable region is that it is easy to obtain mouse spleen cells that make antibodies
against, for example, a human or viral protein injected into the mouse. The names of chimeric antibodies end with the suffix –ximab, such as
infliximab (antitumor necrosis factor [TNF]) and rituximab (anti­CD20).

The variable portion of a chimeric antibody is nonhuman, meaning it can still be immunogenic in a human patient. The next generation of
humanized monoclonal antibodies is generated by replacing all of the mouse DNA with the equivalent human DNA sequence except the small part
encoding the hypervariable (antigen­binding) region (see Figure 61–8). The resulting antibodies are about 95% human, further reducing the
chances of an immune reaction. The names of humanized antibodies end with the suffix –zumab, such as omalizumab (anti­IgE) and
pembrolizumab (anti­PD­1).

Fully human monoclonal antibodies are the next generation of therapeutics that have even greater affinity and virtually eliminate the risk of
hypersensitivity (see Figure 61–8). The entire human heavy and light chain gene loci can be fully expressed, either by cultured cells or by mutant
strains of mice in which the mouse immunoglobulin genes have been replaced. This results in an enormous potential diversity of 100% human
antibodies that can be tested against antigens of interest. (These antibodies might not reflect the range and effector function of human antibodies
generated during a “real­world” infection, and efforts are under way to address this by isolating B cells from patients after, for example, a viral
infection, and immortalizing these cells in order to generate large amounts of their antibodies.) The names of fully human antibodies end with the
suffix –umab, such as adalimumab (anti­TNF) and ipilimumab (anti­CTLA­4).

Further advances in antibody engineering have given rise to therapeutic proteins that only consist of a Fab region, for example ranibizumab (anti­
VEGF), antibodies that only have a heavy chain, for example, caplacizumab (anti­vWF), “fusion” antibodies in which the Fab has been replaced by a
different protein, such as a “decoy receptor,” for example etanercept (another anti­TNF), and “bispecific” antibodies, in which the two arms come
from different clones and each bind a different antigen, such as catumaxomab (anti­EpCAM/CD3). Each of these approaches offer certain
advantages over traditional antibodies, and as engineering methods continue to evolve, antibody technology will be applied to a broader range of
diseases.

FIGURE 61–8

Summary of therapeutic monoclonal antibodies. Chimeric antibodies are generated by fusing DNA encoding mouse variable regions (orange) to DNA
encoding human constant regions (green light chain and blue heavy chain). Compared with mouse antibodies, these antibodies (­ximab) have much
greater effector function potential because their human Fc fragments bind optimally to human Fc receptors. However, these antibodies are highly
immunogenic due to the residual mouse components. Humanized antibodies are generated by replacing all but the DNA encoding the hypervariable
(antigen­binding) region (orange) with human immunoglobulin gene DNA (green and blue). These antibodies (­zumab) are less immunogenic but may
require additional mutation to improve the antigen affinity. Fully human antibodies (­umab) are generated by screening a “phage library” of randomly
generated human antigen­binding sites or by immunizing transgenic mice that carry the human immunoglobulin gene loci in place of the mouse
genes. These antibodies are the least immunogenic but carry significant technical barriers and cost. Therapeutics that make use of antibody properties
but are engineered to have alternative structures include Fab­ and Heavy Chain­Only, which can have one or more antigen­binding domains, fusion
proteins, and “bispecific” antibodies in which each chain binds a different antigen.

Www.Medicalstudyzone.com

http://accessmedicine.mhmedical.com/#levmedmicro17_ch61fg8
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=426702
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=425249
http://accessmedicine.mhmedical.com/#levmedmicro17_ch61fg8
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=426823
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=427207
http://accessmedicine.mhmedical.com/#levmedmicro17_ch61fg8
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=424711
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=427135
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=425333
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=463928
http://accessmedicine.mhmedical.com/drugs.aspx?GbosID=426619
http://accessmedicine.mhmedical.com/ss/terms.aspx
http://accessmedicine.mhmedical.com/privacy
http://accessmedicine.mhmedical.com/ss/notice.aspx
http://accessmedicine.mhmedical.com/about/accessibility.html
https://medicalstudyzone.com
https://medicalstudyzone.com


TESTS FOR EVALUATION OF B CELLS AND ANTIBODIES

Evaluation of B cell function consists primarily of measuring the amount of each of the three important immunoglobulins (i.e., IgG, IgM, and IgA) in the
patient’s serum. To evaluate patients suspected of having an immunodeficiency, it may be necessary to count B­cell numbers by flow cytometry, as
described in Chapter 60 for T cells. It is also possible to test for B­cell function by comparing antibody titers before vs. after immunization (e.g., with a S.
pneumoniae vaccine). The absence of a normal rise in IgM and IgG after immunization indicates a defect, either an intrinsic defect in the B cells
themselves or an extrinsic defect that, for example, inhibits T cells’ capacity to provide help to activate the B cells.
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1Note that class I MHC proteins are found on the surface of all nucleated cells, including those that have class II MHC proteins on their surface. Mature red blood

cells are nonnucleated; therefore, they do not synthesize class I MHC­proteins.

Review of Medical Microbiology & Immunology: A Guide to Clinical Infectious Diseases, 17e

Chapter 62: Major Histocompatibility Complex & Transplantation

INTRODUCTION

In transplantation, an organ or tissue from one person is “grafted” to another person. A major barrier to the success of these life­saving procedures is
the immune system, which attacks any cells it sees as foreign. Graft survival is largely determined by the donor’s and recipient’s major
histocompatibility complex (MHC) proteins, which present antigens to T cells. In humans, these proteins are encoded by the human leukocyte
antigen (HLA) genes. (Note that we will use MHC and HLA interchangeably.) Three of these genes (HLA­A, HLA­B, and HLA­C) code for the class I MHC
proteins. Several HLA­D loci determine the class II MHC proteins (i.e., DP, DQ, and DR) (Figure 62–1). The features of class I and class II MHC proteins are
compared in Table 62–1. If the HLA proteins on the donor’s cells differ from those on the recipient’s cells, then an immune response occurs in the
recipient.

TABLE 62–1

Comparison of Class I  and Class I I  MHC Proteins

Feature
Class I  MHC

Proteins

Class  I I  MHC

Proteins

Present antigen to CD4­positive cells No Yes

Present antigen to CD8­positive cells Yes No

Found on surface of all nucleated cells Yes No

Found on surface of “professional” antigen­presenting cells, such as dendritic cells, macrophages, and

B cells

Yes1 Yes

Encoded by genes in the HLA locus Yes Yes

Expression of genes is codominant Yes Yes

Multiple alleles at each gene locus Yes Yes

Composed of two peptides encoded in the HLA locus No Yes

Composed of one peptide encoded in the HLA locus and a β2­microglobulin Yes No

FIGURE 62–1

The human leukocyte antigen (HLA)–gene complex. A, B, and C are class I loci, and each gene encodes an alpha chain that pairs with the same β2­
microglobulin. DP, DQ, and DR are class II loci, and each gene encodes alpha and beta chains that pair with each other.
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The human leukocyte antigen (HLA)–gene complex. A, B, and C are class I loci, and each gene encodes an alpha chain that pairs with the same β2­
microglobulin. DP, DQ, and DR are class II loci, and each gene encodes alpha and beta chains that pair with each other.

Each person has two HLA haplotypes (i.e., two sets of these genes—one on the paternal and the other on the maternal chromosome 6). These genes
are highly polymorphic (i.e., there are many alleles of the class I and class II genes). For example, as of 2020, there are at least 20,000 HLA Class I alleles
and 7700 HLA Class II alleles, and more are being discovered. However, an individual inherits only a single allele at each locus from each parent.
Expression of these genes is codominant (i.e., the proteins encoded by both the paternal and maternal genes are produced).

The class I MHC proteins consist of one HLA­encoded polypeptide (an “alpha” chain), so each individual can have one set encoded by paternal genes
and one set encoded by maternal genes. However, the class II MHC proteins consist of two HLA­encoded polypeptides (an “alpha” chain and a “beta”
chain), so each individual can have as many as four of each class II MHC proteins because the maternal­ and paternal­encoded peptides can mix and
match.

HLA gene polymorphism causes us each to have somewhat different proteins on the surface of our cells. Each HLA protein can bind certain peptides
better than others. This likely explains our HLA diversity: our ability as a population to recognize diverse infectious agents is an evolutionary
advantage, ensuring that some individuals would more likely survive an epidemic. But these protein differences can be recognized as nonself when
introduced to another person’s immune system. The MHC is called major because these HLA differences are often responsible for acute rejection of a
transplant, and these are the genes most crucial for matching donors and recipients. Another context where MHC genes and proteins are important is
in autoimmune diseases, many of which occur more frequently in people who carry certain MHC genes (see Chapter 66).

In addition to the major antigens encoded by the HLA genes, there is a large number of minor antigens encoded by genes at sites other than the HLA
locus. These minor antigens are various normal body proteins that have one or more amino acid differences from one person to another (i.e., they are
“allelic variants”). Like the HLA proteins, these proteins can therefore be recognized as nonself by another person’s immune system. Minor antigens
induce a weak immune response, which might result in slow rejection of a transplant or rapid rejection if several minor antigens have a cumulative
effect. Predicting rejection on the basis of minor antigens is difficult, so donors and recipients are not routinely tested for specific minor
histocompatibility antigens. In view of these differences in minor antigens, all recipients routinely receive immunosuppressive drugs, even if their
major histocompatibility loci are well­matched.

MHC PROTEINS

Class I MHC Proteins

These are found on the surface of virtually all nucleated cells. The complete class I protein is composed of a heavy chain (called the alpha chain)
bound to a β2­microglobulin. The alpha heavy chain is highly polymorphic and is similar to an immunoglobulin molecule; it has hypervariable

regions that bind and present short peptides to T cells. The polymorphism of these molecules is important in the recognition of self and nonself.
Stated another way, if these molecules were more similar from individual to individual, our ability to accept foreign grafts would be improved but our
species might be more susceptible to certain infections. The heavy chain also has a constant region where the CD8 protein of a cytotoxic T cell binds.

Class II MHC Proteins

These are found only on the surface of antigen­presenting cells (APCs), such as dendritic cells, macrophages, and B cells (see Chapter 60). They
are composed of two highly polymorphic chains (called alpha and beta). Like class I proteins, the class II proteins have hypervariable regions that
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These are found only on the surface of antigen­presenting cells (APCs), such as dendritic cells, macrophages, and B cells (see Chapter 60). They
are composed of two highly polymorphic chains (called alpha and beta). Like class I proteins, the class II proteins have hypervariable regions that
present the short peptides to T cells and provide much of the polymorphism. Unlike class I proteins, which have only one chain encoded by the MHC
locus (pairing with β2­microglobulin), both the alpha and beta chains of the class II proteins are encoded by the MHC locus. The two peptides also have

a constant region where the CD4 protein of a helper T cell binds.

BIOLOGIC IMPORTANCE OF MHC

The ability of T cells to recognize antigen depends on association of the antigen with either class I or class II proteins (see Chapter 60). For example,
CD8­positive cytotoxic T cells only respond to antigen in association with class I MHC proteins. Thus, a cytotoxic T cell that is activated to kill a virus­
infected cell will only kill a cell infected with the same virus and presenting antigen with the appropriate class I proteins. (This was determined by
mixing cytotoxic T cells from individual “A,” bearing one set of class I MHC proteins, with virus­infected cells bearing a set of class I MHC proteins from
individual “B.” Because of the class I MHC mismatch, no killing of the virus­infected “B” cells occurred.) The requirement that antigen recognition
occurs in association with a “self” MHC protein is called MHC restriction and is a result of positive thymic selection (see Chapter 59).

TRANSPLANTATION

The likelihood that a transplanted organ, or graft, is accepted by the recipient’s immune system depends on the genetic similarity between the
recipient and the donor. On one end of the spectrum, an autograft (transfer of an individual’s own tissue to another site in the body) is always
permanently accepted (i.e., it always “takes”). A syngeneic graft is a transfer of tissue between genetically identical individuals (i.e., identical twins)
and almost always “takes.” On the other end of the spectrum, a xenograft, a transfer of tissue between different species, is the least likely to succeed
except under certain unusual circumstances.

An allograft is a graft between genetically different members of the same species (e.g., from one human to another). Allografts are usually rejected
unless the recipient is given immunosuppressive drugs. The rapidity of the rejection will vary depending on the degree of difference between the
donor and the recipient at the MHC loci.

Solid Organ Rejection

Even with perfect HLA matching, the presence of minor antigens means that immunosuppression is required after a transplant to prevent allograft
rejection. As HLA mismatching increases, more immunosuppression is needed. In acute allograft rejection, vascularization of the graft is normal
initially, but, in 11 to 14 days, there is marked reduction in blood flow and immune cells infiltrate the graft, with eventual necrosis. A T­cell–mediated
reaction is the main cause of acute rejection of many types of grafts, but antibodies may contribute to the rejection of certain transplants.

A graft that survives an acute allograft reaction can undergo chronic rejection. This causes gradual loss of graft function and can occur months to
years after engraftment. The main pathologic finding in chronic rejection is atherosclerosis of the vascular endothelium. The immunologic stimulus
that causes chronic rejection is complex and multifactorial and can occur even in HLA­matched donor–recipient pairs due to the presence of minor
histocompatibility antigens. The adverse effects of long­term use of immunosuppressive drugs may also play a role in chronic rejection. Chronic
rejection generally does not respond to treatment, and it carries a poor prognosis.

In addition to acute and chronic rejection, a third type called hyperacute rejection can occur. Hyperacute rejection typically occurs within minutes of
a solid organ transplant graft and is due to the reaction of preformed anti­ABO antibodies in the recipient with ABO antigens on the surface of the
endothelium of the graft. To prevent this severe rejection reaction, the ABO blood group of donors and recipients must be matched, and a cross­
matching test must be done (see Chapter 64).

Depending on the type of graft and the type of rejection, mismatching of the HLA­A, HLA­B, and HLA­DR alleles is the most predictive factor in solid
organ transplant rejection. The strength of the recipient’s T­cell response to alloantigens encoded by these donor MHC alleles can be explained by the
observation that there are two immune pathways by which the immune response is triggered (Figure 62–2).

FIGURE 62–2

The direct and indirect pathways of solid organ rejection. A: Direct Pathway. In the direct pathway, donor dendritic cells (DCs) migrate from the
graft to the draining lymph node and interact with recipient CD4­positive T helper cells (Th cells  blue) and CD8­positive cytotoxic T cells (CTLs
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The direct and indirect pathways of solid organ rejection. A: Direct Pathway. In the direct pathway, donor dendritic cells (DCs) migrate from the
graft to the draining lymph node and interact with recipient CD4­positive T helper cells (Th cells, blue) and CD8­positive cytotoxic T cells (CTLs,
green). Because of the human leukocyte antigen (HLA) mismatch (green ≠ orange and red ≠ blue), the generic peptide presented by the DC is irrelevant!
The Th cells help activate the CTLs (see Chapter 60), which go into the graft and kill donor cells that express the mismatched class I HLA protein
(orange). The Th cells also migrate into the graft and interact with mismatched class II HLA proteins (red), releasing cytokines that activate
macrophages to enhance inflammation. B: Indirect Pathway. In the indirect pathway, recipient DCs take up proteins released by damaged graft
cells. (This could be any mechanism of damage, including that caused by the direct rejection pathway described above.) The DCs process the antigens
into peptides and carry them to the draining lymph node where they interact with recipient Th cells (blue). The Th cells can differentiate into T follicular
helper (Tfh) cells that activate B cells to make antibody (see Chapter 61), or they can migrate into the graft and activate recipient macrophages to
enhance inflammation. (If there is HLA mismatch, then CTLs might be activated, but they will not be able to kill donor cells.) Note that both pathways
require co­stimulatory signals, such as B7 interacting with CD28, and therefore can only occur in inflammatory settings.

These pathways are summarized as follows and are differentiated by whether the sensitizing APC is donor­derived or recipient­derived:

1.  In the direct pathway of allograft recognition, there must be donor–recipient HLA mismatch. In this pathway, the donor’s APCs contained within
the grafted organ migrate to a nearby secondary lymphoid tissue and present peptides in association with their class I and class II MHC proteins.
The mere presence of the donor HLA protein that is presenting the peptide is enough to make the peptide–MHC complex appear to be nonself to
the recipient’s T cells, regardless of the peptide. Unlike the conventional activation of T cells by cognate peptides complexed with MHC (see Chapter
60), “direct” recognition of these nonself HLA proteins triggers a polyclonal activation of a much larger percentage of recipient T­cell
clones, by some estimates up to 10% of the recipient T cells. This is likely because the diversity of peptides complexed to the donor MHC proteins
can trigger a similarly diverse array of T­cell clones.

If the nonself HLA proteins are class I, they will activate CD8­positive T cells to become cytotoxic T lymphocytes (CTLs), which infiltrate the graft
and kill the graft cells because they express the same class I proteins. “Direct” recognition of class II HLA proteins can also trigger activation of
the recipient’s CD4­positive T cells, which can provide the cytokine “help” that enhances CD8­positive T­cell activation, as described in
Chapter 60.

2.  In the indirect pathway of allograft recognition, the recipient’s APCs present the donor’s proteins. The donor’s proteins that are shed by
damaged cells of the graft are taken up by recipient dendritic cells, processed, and presented to T cells as “foreign” proteins in a draining lymph
node. (If there is HLA mismatch, the donor HLA proteins are often the antigens responsible for this pathway because HLA proteins are highly
polymorphic and immunogenic. But even without HLA mismatch, there are minor antigens that can bring about the indirect pathway of rejection.)
Thi   l  i   i i   f CD i i  h l  T  ll  (  Ch   )  Th   l   i d T h l   ll    ( )  i  b k    h   f   d

Www.Medicalstudyzone.com

http://accessmedicine.mhmedical.com/content.aspx?legacysectionid=LevMedMicro17_ch60
http://accessmedicine.mhmedical.com/content.aspx?legacysectionid=LevMedMicro17_ch61
http://accessmedicine.mhmedical.com/content.aspx?legacysectionid=LevMedMicro17_ch60
http://accessmedicine.mhmedical.com/content.aspx?legacysectionid=LevMedMicro17_ch60
http://accessmedicine.mhmedical.com/content.aspx?legacysectionid=LevMedMicro17_ch60
http://accessmedicine.mhmedical.com/ss/terms.aspx
http://accessmedicine.mhmedical.com/privacy
http://accessmedicine.mhmedical.com/ss/notice.aspx
http://accessmedicine.mhmedical.com/about/accessibility.html
https://medicalstudyzone.com
https://medicalstudyzone.com


polymorphic and immunogenic. But even without HLA mismatch, there are minor antigens that can bring about the indirect pathway of rejection.)
This results in activation of CD4­positive helper T cells (see Chapter 60). The newly activated T helper cells can (a) migrate back to the graft and
activate macrophages and (b) recruit neutrophils, or (c) migrate to the B­cell follicle and induce antibodies against the graft cells.

Compared with the direct pathway, the indirect pathway takes longer because the recipient dendritic cells have to enter the graft, take up nonself
proteins, and migrate to the draining lymph node to activate the adaptive immune response. As time passes, the donor APCs in the graft are replaced
by recipient APCs, and the risk of direct recognition being a mechanism for rejection declines. Therefore, whereas both the direct and indirect
pathways can contribute to acute rejection, the indirect pathway is primarily responsible for chronic rejection.

In all rejection scenarios, the activation of T cells is accompanied by inflammatory stimuli, such as pathogen­associated molecular patterns (PAMPs)
and damage­associated molecular patterns (DAMPs). These are necessary to induce the co­stimulatory signals, such as B7 molecules, on the APCs in
order to fully activate the T cells (see Chapter 60). This is clinically relevant because limiting inflammation and tissue damage at the time of
transplantation significantly limits the likelihood of graft rejection and improves outcomes. This explains why, given a choice, surgeons prefer to
transplant organs from live donors whenever possible.

Hematopoietic Stem Cell Transplants

Malignancies of the hematologic system, particularly leukemia, are often treated with transplant of hematopoietic stem cells. The principle of this
approach is to use aggressive chemotherapy to ablate all of the patient’s hematopoietic cells, which includes most of the malignant cells, and then
replace them with healthy stem cells that can repopulate the hematopoietic system (see Figure 58–1). The stem cells can be obtained from
leukopheresis of peripheral blood or from a sample of banked umbilical cord blood.

Unlike most solid organ transplants, transplanted hematopoietic stem cells can be autologous (from the patient’s own stem cell pool) or allogeneic
(from a donor). Autologous cell transplants are safer and avoid the need to find a matched donor, so you might think this would be the preferred
approach in all cases. However, the main advantage to using allogeneic cells is that once these cells engraft, the T cells will actually attack any surviving
malignant cells. This graft­versus­malignancy effect can occur with HLA­matched or ­unmatched stem cells because of the minor antigens
recognized by the donor cells. Without this effect, autologous transplants have higher relapse rates.

Graft­Versus­Host Reaction

While it is advantageous to transplant cells that attack the remaining malignant cells, an unfortunate adverse effect in autologous transplants is that
the transplanted cells may attack healthy host cells. This graft­versus­host (GVH) reaction develops in 30% to 70% of recipients, depending on the
type of donor cells and other factors. The reaction occurs because grafted immunocompetent T cells proliferate in the immunocompromised host and
reject host cells with “foreign” proteins, resulting in severe organ dysfunction. The donor’s cytotoxic T cells play a major role in destroying the
recipient’s cells. These reactions tend to occur in the skin and gastrointestinal system, causing severe rash, oral ulcers, diarrhea, and hepatitis.

There are three requirements for a GVH reaction to occur:

1.  The graft must contain immunocompetent T cells

2.  The recipient must be immunocompromised

3.  The recipient must express antigens (e.g., MHC proteins) foreign to the donor (i.e., the donor T cells recognize the recipient cells as foreign).

Risk of GVH reactions can be reduced by depleting the donor cell pool of T cells before the transplant, but this also reduces the graft­versus­
malignancy effect and therefore increases relapse rates. Once it occurs, patients with GVH disease are treated with immunosuppressive agents, often
for their entire lives. Immunosuppression increases the risk of disease relapse (by limiting graft­versus­malignancy effect) and also increases the risk
of developing other malignancies as well as opportunistic infections.

HLA Typing in the Laboratory

Prior to transplantation, laboratory tests, commonly called HLA typing or tissue typing, are performed to match the donor and the recipient. The
most important alleles to match are HLA­A, HLA­B, HLA­C, HLA­DR, and HLA­DQ, and a donor–recipient pair in which all 10 of the maternal and paternal
alleles of these five genes match is called a “10/10 match.” In the past, serologic assays were used to determine the Class 1 and Class II MHC proteins of
the donor and recipient. However, serologic assays have now been largely replaced by DNA sequencing using polymerase chain reaction (PCR)
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alleles of these five genes match is called a  10/10 match.  In the past, serologic assays were used to determine the Class 1 and Class II MHC proteins of
the donor and recipient. However, serologic assays have now been largely replaced by DNA sequencing using polymerase chain reaction (PCR)
amplification.

In addition to the tests used for matching, preformed cytotoxic antibodies in the recipient’s serum reactive against the graft are detected by observing
the lysis of donor lymphocytes by the recipient’s serum. This is called cross­matching and is done to prevent hyperacute rejections from occurring. In
solid organ transplants, the donor and recipient are also matched for the compatibility of their ABO blood groups (see Chapter 64).

Among siblings, there is a 25% chance for both haplotypes to be shared, a 50% chance for one haplotype to be shared, and a 25% chance for no
haplotypes to be shared. For example, if the father is haplotype AB, the mother is CD, and the recipient child is AC, there is a 25% chance for a sibling to
be AC (i.e., a two­haplotype match), a 50% chance for a sibling to be either BC or AD (i.e., a one­haplotype match), and a 25% chance for a sibling to be
BD (i.e., a zero­haplotype match).

The Fetus Is an Allograft that Is Not Rejected

A fetus has MHC genes inherited from the father that are foreign to the mother, yet allograft rejection of the fetus does not occur. The reason that the
mother’s immune system does not reject the fetus as foreign is not fully understood. The mother can form antibodies against paternal MHC proteins;
therefore, the reason is not that the mother is not exposed to fetal antigens. Some possible explanations are (1) that the placenta does not allow
maternal T cells to enter the fetus and (2) the maternal T cells within the placenta are biased toward a T­regulatory subset, which promotes tolerance
of fetal antigens (see Chapter 60).

EFFECT OF IMMUNOSUPPRESSION ON GRAFT REJECTION

To reduce the rejection of transplanted cells or to treat GVH disease, immunosuppressive measures are generally required (Table 62–2 and Figure 62–
3). These fall under the categories of corticosteroids (prednisone), DNA synthesis inhibitors (azathioprine, methotrexate, mycophenolate), calcineurin
inhibitors (cyclosporine and tacrolimus), mammalian target of rapamycin (mTOR) inhibitors (sirolimus), signaling blockade (belatacept, basiliximab,
etc.), and cell­depleting antibodies (antithymocyte globulin [ATG]).

TABLE 62–2

Immunosuppressive Therapies Used in Transplantation

Category Example(s) Mechanism of Action

Corticosteroids Prednisone

Methylprednisolone

Bind to glucocorticoid receptor, causing many changes in gene transcription.

Suppress production of inflammatory mediators (including leukotrienes and prostaglandins) and cytokines

(including IL­1 and TNF).

Induce apoptosis in T cells and B cells.

DNA synthesis

inhibitors

Azathioprine

Methotrexate

Mycophenolate

Inhibit purine synthesis or purine metabolism, preventing DNA synthesis, which leads to apoptosis in rapidly

dividing lymphocytes.

Azathioprine is converted to 6­mercaptopurine.

Methotrexate may also directly impair T­cell and B­cell function through its effects on various signaling

enzymes.

Calcineurin

inhibitors

Cyclosporine

Tacrolimus

Cyclosporine binds to cyclophilin; tacrolimus binds to FKBP1A.

Inhibition of calcineurin blocks calcium­dependent dephosphorylation (activation) of NFAT, a transcription

factor required for the f irst  phase of T­cell activation.

Reduces synthesis of IL­2 and IL­2 receptor.

mTOR

inhibitors

Sirolimus/rapamycin

Everolimus

Binds to FKBP1A.

Inhibits mTOR, which is involved in the second phase of T­cell activation.

Blocks IL­2 signal transduction and clonal proliferation.
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APC = antigen­presenting cell; IL = interleukin; CTLA = cytotoxic T­cell associated protein; mTOR = mammalian target of rapamycin; NFAT = nuclear factor of

activated T cells; TNF = tumor necrosis factor.

TABLE 62–2

Immunosuppressive Therapies Used in Transplantation

Category Example(s) Mechanism of Action

Corticosteroids Prednisone

Methylprednisolone

Bind to glucocorticoid receptor, causing many changes in gene transcription.

Suppress production of inflammatory mediators (including leukotrienes and prostaglandins) and cytokines

(including IL­1 and TNF).

Induce apoptosis in T cells and B cells.

DNA synthesis

inhibitors

Azathioprine

Methotrexate

Mycophenolate

Inhibit purine synthesis or purine metabolism, preventing DNA synthesis, which leads to apoptosis in rapidly

dividing lymphocytes.

Azathioprine is converted to 6­mercaptopurine.

Methotrexate may also directly impair T­cell and B­cell function through its effects on various signaling

enzymes.

Calcineurin

inhibitors

Cyclosporine

Tacrolimus

Cyclosporine binds to cyclophilin; tacrolimus binds to FKBP1A.

Inhibition of calcineurin blocks calcium­dependent dephosphorylation (activation) of NFAT, a transcription

factor required for the f irst  phase of T­cell activation.

Reduces synthesis of IL­2 and IL­2 receptor.

mTOR

inhibitors

Sirolimus/rapamycin

Everolimus

Binds to FKBP1A.

Inhibits mTOR, which is involved in the second phase of T­cell activation.

Blocks IL­2 signal transduction and clonal proliferation.

Signaling

blockade

Belatacept

Abatacept

These are CTLA­4 proteins fused with an Fc region of an immunoglobulin. They act as “mimics” that bind B7

molecules on APCs with high affinity, competing with CD28 and preventing them from providing co­stimulatory

signals to T cells.

Basiliximab

Daclizumab

Monoclonal mouse/human mixture antibodies that bind and block the IL­2 receptor on T cells, inhibiting

proliferation.

Muromonab (OKT3) Monoclonal mouse antibody that binds and blocks CD3, inhibiting T­cell receptor signaling.

Cell­depleting

antibodies

Antithymocyte

globulin

Polyclonal horse or rabbit antibodies prepared by immunizing animals with human T cells. Antibodies bind to

multiple targets (CD3, CD4, CD8, etc.) and cause complement­mediated cell lysis; binding also inhibits signaling

to the T cells, suppressing their survival and activation.

FIGURE 62–3

Mechanism of action of important immunosuppressive drugs, depicted on a schematic of an interaction in which an antigen­presenting cell activates a
T cell. Corticosteroids have varied effects and are not described in the figure. ATG = antithymocyte globulin.
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Corticosteroids bind to glucocorticoid receptors that result in altered gene transcription in a variety of cell types. In immune cells, steroids act by
inhibiting synthesis of leukotrienes, prostaglandins, and cytokines (e.g., IL­2) and by inducing apoptosis of rapidly dividing T cells. Corticosteroids
inhibit cytokine production by blocking transcription factors, such as nuclear factor­κB and AP­1, which prevents the mRNA for these cytokines from
being synthesized. Glucocorticoid receptors are found in nearly every cell in the body, causing widespread off­target changes in gene transcription.
Therefore, the major disadvantage of corticosteroids that limits their chronic use is that they have numerous adverse endocrine, neuropsychiatric,
metabolic, and cardiovascular side effects.

Azathioprine (which is converted to 6­mercaptopurine in the body), methotrexate, and mycophenolate mofetil inhibit different aspects of the
nucleotide synthesis and metabolism, shutting down DNA synthesis and thereby blocking T­cell proliferation. Methotrexate may also have a variety
of other effects on cell signaling through inhibition of signaling enzymes.

Cyclosporine prevents the activation of T lymphocytes by inhibiting the synthesis of interleukin (IL)­2 and IL­2 receptor. It does so by inhibiting
calcineurin—a phosphatase enzyme that is activated by calcium flux following binding of the T­cell receptor, the first step in the cascade that
ultimately leads to transcription of the genes encoding IL­2 and the IL­2 receptor. Tacrolimus binds a different protein (FKBP1A) but has a similar effect
on calcineurin. Thus, cyclosporine and tacrolimus inhibit one of the earliest steps in the first phase of T­cell activation.

Sirolimus inhibits signal transduction through mTOR, which is primarily involved in signal transduction downstream of IL­2. Therefore, sirolimus
inhibits later steps in the second phase of T­cell activation, in a pathway different from that of cyclosporine and tacrolimus. These drugs are more
selective than steroids and therefore have fewer toxicities.

Belatacept is a fusion protein consisting of cytotoxic T lymphocyte antigen­4 (CTLA­4) fused to the Fc fragment of human IgG. CTLA­4 competes with
CD28 for binding to B7 proteins, but does so with higher affinity, thereby blocking co­stimulation of T cells and preventing graft rejection.
Muromonab (OKT3) was the first approved monoclonal antibody. It is a mouse antibody against CD3 that blocks signal transduction through the
T­cell receptor. Basiliximab is a chimeric monoclonal antibody that blocks the IL­2 receptor, preventing T­cell proliferation.

ATG is a polyclonal cocktail of horse (Atgam) or rabbit (Thymoglobulin) antibodies against human thymocytes. ATG contains antibodies against many
lymphocyte antigens (e.g., CD3, CD4, CD8, and others). After binding to their targets on the surfaces of T cells, these antibodies kill T cells through
complement­mediated lysis of the cell (among other potential mechanisms). As a consequence, ATG has a broader immunosuppressive effect than do
the more targeted monoclonal antibodies described in the previous paragraph.

Unfortunately, immunosuppression greatly enhances the recipient’s susceptibility to opportunistic infections and neoplasms. For example, some
patients undergoing treatment for multiple sclerosis with the monoclonal antibody natalizumab developed progressive multifocal
l k h l th  (  Ch t  44 f    d i ti   f thi   i l di )  Th  i id   f   i  i d    h   100 f ld i  t l t
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patients undergoing treatment for multiple sclerosis with the monoclonal antibody natalizumab developed progressive multifocal
leukoencephalopathy (see Chapter 44 for a description of this viral disease). The incidence of cancer is increased as much as 100­fold in transplant
recipients who have been immunosuppressed for a long time. Common cancers in these patients include squamous cell carcinoma of the skin,
adenocarcinoma of the colon and the lung, and lymphoma.
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Chapter 63: Complement

INTRODUCTION

The complement system consists of approximately 20 proteins that are present in normal human (and other animal) serum. The term complement
refers to the ability of these proteins to complement (i.e., augment) the effects of other components of the immune system (e.g., antibody).
Complement is an important component of our innate host defenses.

There are three main effects of complement: (1) lysis of cells such as bacteria, allografts, and tumor cells; (2) generation of mediators that
participate in inflammation and attract neutrophils; and (3) opsonization (i.e., enhancement of phagocytosis). Complement proteins are synthesized
mainly by the liver.

ACTIVATION OF COMPLEMENT

Several complement components are proenzymes that must be cleaved to form active enzymes. Activation of the complement system can be initiated
either by antigen–antibody complexes or by a variety of nonimmunologic molecules (e.g., endotoxin).

Sequential activation of complement components (Figure 63–1) occurs via one of three pathways: the classical pathway, the lectin pathway, and the
alternative pathway (see later). Of these pathways, the lectin and the alternative pathways are more important the first time we are infected
by a microorganism because the antibody required to trigger the classical pathway is not present.

FIGURE 63–1

The classical and alternative pathways of the complement system indicate that proteolytic cleavage of the molecule at the tip of the arrow has
occurred; a line over a complex indicates that it is enzymatically active. Note that all small fragments are labeled “a,” and all large fragments are labeled
“b.” Hence, the C3 convertase is depicted as C4b,2b. Note that proteases associated with the mannan­binding lectin cleave C4 as well as C2.
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INTRODUCTION
The study of viral genetics falls into two general areas: (1) mutations and their effect
on replication and pathogenesis; and (2) the interaction of two genetically distinct
viruses that infect the same cell. In addition, viruses serve as vectors in gene
therapy and in recombinant vaccines, two areas that hold great promise for the
treatment of genetic diseases and the prevention of infectious diseases.

MUTATIONS
Mutations in viral DNA and RNA occur by the same processes of base substitution,
deletion, and frameshift as those described for bacteria in Chapter 4. Probably the
most important practical use of mutations is in the production of vaccines containing
live, attenuated virus. These attenuated mutants have lost their pathogenicity but have
retained their antigenicity; therefore, they induce immunity without causing disease.

There are two other kinds of mutants of interest. The first are antigenic variants
such as those that occur frequently with influenza viruses, which have an altered
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surface protein and are therefore no longer inhibited by a person’s preexisting
antibody. The variant can thus cause disease, whereas the original strain cannot.
Human immunodeficiency virus and hepatitis C virus also produce many antigenic
variants. These viruses have an “error-prone” polymerase that causes the
mutations. The second are drug-resistant mutants, which are insensitive to an
antiviral drug because the target of the drug, usually a viral enzyme, has been
modified.

Conditional lethal mutations are extremely valuable in determining the function
of viral genes. These mutations function normally under permissive conditions but
fail to replicate or to express the mutant gene under restrictive conditions. For
example, temperature-sensitive conditional lethal mutants express their phenotype
normally at a low (permissive) temperature, but at a higher (restrictive) temperature,
the mutant gene product is inactive. To give a specific example, temperature-
sensitive mutants of Rous sarcoma virus can transform cells to malignancy at the
permissive temperature of 37°C. When the transformed cells are grown at the
restrictive temperature of 41°C, their phenotype reverts to normal appearance and
behavior. The malignant phenotype is regained when the permissive temperature is
restored.

Note that temperature-sensitive mutants have now entered clinical practice.
Temperature-sensitive mutants of influenza virus are now being used to make a
vaccine, because this virus will grow in the cooler, upper airways where it causes
few symptoms and induces antibodies, but it will not grow in the warmer, lower
airways where it can cause pneumonia.

Some deletion mutants have the unusual property of being defective interfering
particles. They are defective because they cannot replicate unless the deleted
function is supplied by a “helper” virus. They also interfere with the growth of
normal virus if they infect first and preempt the required cellular functions.
Defective interfering particles may play a role in recovery from viral infection; they
interfere with the production of progeny virus, thereby limiting the spread of the
virus to other cells.

INTERACTIONS BETWEEN VIRUSES
When two genetically distinct viruses infect a cell, three different phenomena can
ensue.

(1) Recombination is the exchange of genes between two chromosomes that is
based on crossing over within regions of significant base sequence homology.
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Recombination can be readily demonstrated for viruses with double-stranded DNA
as the genetic material and has been used to determine their genetic map. However,
recombination by RNA viruses occurs at a very low frequency, if at all.
Reassortment is the term used when viruses with segmented genomes, such as
influenza virus, exchange segments. This usually results in a much higher frequency
of gene exchange than does recombination. Reassortment of influenza virus RNA
segments is involved in the major antigenic changes in the virus that are the basis for
recurrent influenza epidemics.

(2) Complementation can occur when either one or both of the two viruses that
infect the cell have a mutation that results in a nonfunctional protein (Figure 30–1).
The nonmutated virus “complements” the mutated one by making a functional protein
that serves for both viruses. Complementation is an important method by which a
helper virus permits replication of a defective virus. One clinically important
example of complementation is hepatitis B virus providing its surface antigen to
hepatitis delta virus, which is defective in its ability to produce its own outer
protein.

FIGURE 30–1  Complementation. If either virus A or virus B infects a cell, no
virus is produced because each has a mutated gene. If both virus A and virus B
infect a cell, the protein product of gene Y of virus A will complement virus B, the
protein product of gene Z of virus B will complement virus A, and progeny of both
virus A and virus B will be produced. Note that no recombination has occurred and
that the virus A progeny will contain the mutated z gene and the virus B progeny will
contain the mutant y gene. Y, Z, functional genes; y, z, mutated, nonfunctional genes.

This phenomenon is the basis for the complementation test, which can be used to
determine how many genes exist in a viral genome. It is performed by determining
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whether mutant virus A can complement mutant virus B. If it can, the two mutations
are in separate genes because they make different, complementary proteins. If it
cannot, the two mutations are in the same gene, and both proteins are nonfunctional.
By performing many of these paired tests with different mutants, it is possible to
determine functional domains of complementation groups that correspond to genes.
Appropriate controls are needed to obviate the effects of recombination.

(3) In phenotypic mixing, the genome of virus type A can be coated with the
surface proteins of virus type B (Figure 30–2). This phenotypically mixed virus can
infect cells as determined by its type B protein coat. However, the progeny virus
from this infection has a type A coat; it is encoded solely by its type A genetic
material. An interesting example of phenotypic mixing is that of pseudotypes, which
consist of the nucleocapsid of one virus and the envelope of another. Pseudotypes
composed of the nucleocapsid of vesicular stomatitis virus (a rhabdovirus) and the
envelope of human immunodeficiency virus (HIV; a retrovirus) are currently being
used to study the immune response to HIV.
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FIGURE 30–2  Phenotypic mixing. Initially, Virus 1 (Blue capsid proteins and
vertical genome) and Virus 2 (Yellow capsid proteins and horizontal genome) infect
the same mouse cell. Assume that Virus 1 can infect human cells but not chicken
cells (a property determined by the blue surface proteins) and that Virus 2 can infect
chicken cells but not human cells (a property determined by the yellow surface
proteins). However, both Virus 1 and Virus 2 can infect a mouse cell. Within the
mouse cell, both genomes are replicated and both blue and yellow capsid proteins
are synthesized.
       As shown, some of the progeny virus (Viruses 3 and 4) exhibit phenotypic
mixing because they have both the blue and the yellow surface proteins and therefore
can infect both chicken cells and human cells. Note that in the next round of
infection, when progeny Virus 3 infects either human cells or chicken cells, the
progeny of that infection (Viruses 5 and 6) is determined by the vertical genome and
will be identical to Virus 1 with only blue capsid proteins and a vertical genome.
Similarly (but not shown), when progeny Virus 4 infects either human cells or
chicken cells, the progeny of that infection is determined by the horizontal genome
and will be identical to Virus 2. (Modified and reproduced with permission from Joklik W et al.

Zinsser Microbiology, 20th ed. Appleton & Lange, Norwalk, CT, 1992.)

GENE THERAPY & RECOMBINANT VACCINES
Viruses are being used as genetic vectors in two novel ways: (1) to deliver new,
functional genes to patients with genetic diseases (gene therapy); and (2) to produce
new viral vaccines that contain recombinant viruses carrying the genes of several
different viruses, thereby inducing immunity to several diseases with one
immunization.

Gene Therapy
Retroviruses are currently being used as vectors of the gene encoding adenine
deaminase (ADA) in patients with immunodeficiencies resulting from a defective
ADA gene. Retroviruses are excellent vectors because a DNA copy of their RNA
genome is stably integrated into the host cell DNA and the integrated genes are
expressed efficiently. Retroviral vectors are constructed by removing the genes
encoding several viral proteins from the virus and replacing them with the human
gene of interest (e.g., the ADA gene). Virus particles containing the human gene are
produced within “helper cells” that contain the deleted viral genes and therefore can
supply, by complementation, the missing viral proteins necessary for the virus to
replicate. The retroviruses produced by the helper cells can infect the patient’s cells
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and introduce the human gene into the cells, but the viruses cannot replicate because
they lack several viral genes. This inability of these viruses to replicate is an
important advantage in human gene therapy.

Recombinant Vaccines
Recombinant viral vaccines contain viruses that have been genetically engineered to
carry the genes of other viruses. Viruses with large genomes (e.g., vaccinia virus)
are excellent candidates for this purpose. To construct the recombinant virus, any
vaccinia virus gene that is not essential for viral replication is deleted, and the gene
from the other virus that encodes the antigen that elicits neutralizing antibody is
introduced. For example, the gene for the surface antigen of hepatitis B virus has
been introduced into vaccinia virus and is expressed in infected cells. Recombinant
vaccines are not yet clinically available, but vaccines of this type promise to greatly
improve the efficiency of our immunization programs.

PEARLS
• Mutations in the viral genome can produce antigenic variants and

drug-resistant variants. Mutations can also produce attenuated
(weakened) variants that cannot cause disease but retain their
antigenicity and are useful in vaccines.

• Temperature-sensitive mutants can replicate at a low (permissive)
temperature but not at a high (restrictive) temperature.
Temperature-sensitive mutants of influenza virus are used in one
of the vaccines against this disease.

• Reassortment (exchange) of segments of the genome RNA of
influenza virus is important in the pathogenesis of the worldwide
epidemics caused by this virus.

• Complementation occurs when one virus produces a protein that
can be used by another virus. A medically important example is
hepatitis D virus, which uses the surface antigen of hepatitis B
virus as its outer coat protein.

• Phenotypic mixing occurs when two different viruses infect the
same cell and progeny viruses contain proteins of both parental
viruses. This can endow the progeny viruses with the ability to
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infect cells of species that ordinarily parental virus could not.

SELF-ASSESSMENT QUESTIONS
1. In the lab, a virologist was studying the properties of HIV. She infected the same

cell with both HIV and rabies virus. (HIV can infect only human CD4-positive
cells, whereas rabies virus can infect both human cells and dog cells.) Some of
the progeny virions were able to infect dog cells, within which she found HIV-
specific RNA. Which one of the following is the term used to describe these
results?
(A) Complementation
(B) Phenotypic mixing
(C) Reassortment
(D) Recombination

2. You have isolated two mutants of poliovirus, one mutated at gene X and the other
mutated at gene Y. If you infect cells with each one alone, no virus is produced. If
you infect a single cell with both mutants, which one of the following statements
is most accurate?
(A) If complementation between the mutant gene products occurs, both X and Y

progeny viruses will be made.
(B) If phenotypic mixing occurs, then both X and Y progeny viruses will be

made.
(C) If the genome is transcribed into DNA, then both X and Y viruses will be

made.
(D) Because reassortment of the genome segments occurs at high frequency, both

X and Y progeny viruses will be made.

ANSWERS
1. (B)
2. (A)

PRACTICE QUESTIONS: USMLE & COURSE
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EXAMINATIONS
Questions on the topics discussed in this chapter can be found in the Basic Virology
section of Part XIII: USMLE (National Board) Practice Questions starting on page
700. Also see Part XIV: USMLE (National Board) Practice Examination starting on
page 731.
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INTRODUCTION
The medically important organisms in this category of protozoa consist of the
sporozoans Plasmodium and Toxoplasma and the flagellates Trypanosoma and
Leishmania. Pneumocystis is discussed in this book as a protozoan because it is
considered as such from a medical point of view. However, molecular data indicate
that it is related to yeasts such as Saccharomyces cerevisiae. Table 51–2
summarizes several important features of these blood and tissue protozoa.

The medically important stages in the life cycle of the blood and tissue protozoa
are described in Table 52–1.

TABLE 52–1  Medically Important Stages in Life Cycle of Blood and Tissue Protozoa
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PLASMODIUM
Disease
Malaria is caused by four plasmodia: Plasmodium vivax, Plasmodium ovale,
Plasmodium malariae, and Plasmodium falciparum. P. vivax and P. falciparum are
more common causes of malaria than are P. ovale and P. malariae. Worldwide,
malaria is one of the most common infectious diseases and a leading cause of death.

Important Properties
The life cycle of Plasmodium species is shown in Figure 52–1. The vector and
definitive host for plasmodia is the female Anopheles mosquito (only the female
takes a blood meal). There are two phases in the life cycle: the sexual cycle, which
occurs primarily in mosquitoes, and the asexual cycle, which occurs in humans, the
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intermediate hosts.1

FIGURE 52–1  Plasmodium species. Life cycle. Right side of figure describes
the stages within the human (blue arrows). Cycle A (top right) is the exo-erythrocyte
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stage that occurs in the liver. Cycle B (bottom right) is the erythrocyte stage that
occurs in the red blood cell. Note that at step 6 in the cycle, merozoites released
from the ruptured schizonts then infect other red blood cells. The synchronized
release of merozoites causes the periodic fever and chills characteristic of malaria.
Left side of figure describes the stages within the mosquito (red arrows). Humans
are infected at step 1 when mosquito injects sporozoites. Mosquito is infected at step
8 when mosquito ingests gametocytes in human blood. (Provider: Centers for Disease Control
and Prevention/Dr. Alexander J. da Silva and Melanie Moser.)

The sexual cycle is called sporogony because sporozoites are produced
(sporogonic cycle is labeled C in Figure 52–1), and the asexual cycle is called
schizogony because schizonts are made.

The life cycle in humans begins with the introduction of sporozoites into the
blood from the saliva of the biting mosquito. The sporozoites are taken up by
hepatocytes within 30 minutes. This “exoerythrocytic” phase (labeled A in Figure
52–1) consists of cell multiplication and differentiation into merozoites. P. vivax
and P. ovale produce a latent form (hypnozoite) in the liver; this form is the cause
of relapses seen with vivax and ovale malaria.

Merozoites are released from the liver cells and infect red blood cells. During
the erythrocytic phase (labeled B in Figure 52–1), the organism differentiates into a
ring-shaped trophozoite (Figures 52–2A and B and 52–3). The ring form grows into
an ameboid form and then differentiates into a schizont filled with merozoites
(Figure 52–2C). After release, the merozoites infect other erythrocytes (step 6 in
Figure 52–1). This cycle in the red blood cell repeats at regular intervals typical for
each species. The periodic release of merozoites causes the typical recurrent
symptoms of chills, fever, and sweats seen in malaria patients.
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FIGURE 52–2  A: Plasmodium vivax signet-ring trophozoite within a red blood
cell. B: Plasmodium vivax ameboid trophozoite within a red blood cell, showing
Schüffner’s dots. C: Plasmodium vivax mature schizont with merozoites inside. D:
Plasmodium vivax microgametocyte. E: Plasmodium vivax macrogametocyte. F:
Plasmodium falciparum “banana-shaped” gametocyte with attached red cell ghost.
G: Toxoplasma gondii trophozoites within macrophage. H: Pneumocystis jiroveci
cysts. (A–G, 1200×; H, 800×.)
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FIGURE 52–3  Plasmodium falciparum—ring-shaped trophozoite. Long arrow
points to a red blood cell containing a ring-shaped trophozoite. Arrowhead points to
a red blood cell containing four ring-shaped trophozoites. Note the very high
percentage of red cells containing ring forms. This high-level parasitemia is more
often seen in Plasmodium falciparum infection than in infection by the other
plasmodia. (Figure courtesy of Dr. S. Glenn, Public Health Image Library, Centers
for Disease Control and Prevention.)

The sexual cycle begins in the human red blood cells when some merozoites
develop into male and others into female gametocytes (Figures 52–2D to F and 52–
4, and step 7 in Figure 52–1). The gametocyte-containing red blood cells are
ingested by the female Anopheles mosquito and, within her gut, produce a female
macrogamete and eight spermlike male microgametes. After fertilization, the diploid
zygote differentiates into a motile ookinete that burrows into the gut wall, where it
grows into an oocyst within which many haploid sporozoites are produced. The
sporozoites are released and migrate to the salivary glands, ready to complete the
cycle when the mosquito takes her next blood meal.
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FIGURE 52–4  Plasmodium falciparum—gametocyte. Arrow points to a
“banana-shaped” gametocyte of Plasmodium falciparum. (Figure courtesy of Dr. S.
Glenn, Public Health Image Library, Centers for Disease Control and Prevention.)

A very important feature of P. falciparum is chloroquine resistance.
Chloroquine-resistant strains now predominate in most areas of the world where
malaria is endemic. Chloroquine resistance is mediated by a mutation in the gene
encoding the chloroquine transporter in the cell membrane of the organism.

Pathogenesis & Epidemiology
Most of the pathologic findings of malaria result from the destruction of red blood
cells. Red cells are destroyed both by the release of the merozoites and by the action
of the spleen to first sequester the infected red cells and then to lyse them. The
enlarged spleen characteristic of malaria is due to congestion of sinusoids with
erythrocytes, coupled with hyperplasia of lymphocytes and macrophages.

Malaria caused by P. falciparum is more severe than that caused by other
plasmodia. It is characterized by infection of far more red cells than the other
malarial species and by occlusion of the capillaries with aggregates of parasitized
red cells. This leads to life-threatening hemorrhage and necrosis, particularly in the
brain (cerebral malaria). Furthermore, extensive hemolysis and kidney damage
occur, with resulting hemoglobinuria. The dark color of the patient’s urine has given
rise to the term “blackwater fever.” The hemoglobinuria can lead to acute renal
failure.
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The timing of the fever cycle is 72 hours for P. malariae and 48 hours for the
other plasmodia. Disease caused by P. malariae is called quartan malaria because it
recurs every fourth day, whereas malaria caused by the other plasmodia is called
tertian malaria because it recurs every third day. Tertian malaria is subdivided into
malignant malaria, caused by P. falciparum, and benign malaria, caused by P. vivax
and P. ovale.

P. falciparum causes a high level of parasitemia because it can infect red cells of
all ages. In contrast, P. vivax infects only reticulocytes and P. malariae infects only
mature red cells; therefore, they produce much lower levels of parasites in the
blood. Individuals with sickle cell trait (heterozygotes) are protected against malaria
because their red cells have too little ATPase activity and cannot produce sufficient
energy to support the growth of the parasite. People with homozygous sickle cell
anemia are also protected but rarely live long enough to obtain much benefit.

The receptor for P. vivax is the Duffy blood group antigen. People who are
homozygous recessive for the genes that encode this protein are resistant to infection
by P. vivax. More than 90% of black West Africans and many of their American
descendants do not produce the Duffy antigen and are thereby resistant to vivax
malaria.

People with glucose-6-phosphate dehydrogenase (G6PD) deficiency are also
protected against the severe effects of falciparum malaria. G6PD deficiency is an X-
linked hemoglobinopathy found in high frequency in tropical areas where malaria is
endemic. Both male and female carriers of the mutated gene are protected against
malaria.

Malaria is transmitted primarily by mosquito bites, but transmission across the
placenta, in blood transfusions, and by intravenous drug use also occurs.

Partial immunity based on humoral antibodies that block merozoites from
invading the red cells occurs in infected individuals. A low level of parasitemia and
low-grade symptoms result; this condition is known as premunition. In contrast, a
nonimmune person, such as a first-time traveler to an area where falciparum malaria
is endemic, is at risk of severe, life-threatening disease.

More than 200 million people worldwide have malaria, and more than 1 million
die of it each year, making it the most common lethal infectious disease. It occurs
primarily in tropical and subtropical areas, especially in Asia, Africa, and Central
and South America. Malaria in the United States is seen in Americans who travel to
areas of endemic infection without adequate chemoprophylaxis and in immigrants
from areas of endemic infection. It is not endemic in the United States. Certain
regions in Southeast Asia, South America, and east Africa are particularly affected
by chloroquine-resistant strains of P. falciparum. People who have lived or traveled
in areas where malaria occurs should seek medical attention for febrile illnesses up
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to 3 years after leaving the malarious area.

Clinical Findings
Malaria presents with abrupt onset of fever and chills, accompanied by headache,
myalgias, and arthralgias, about 2 weeks after the mosquito bite. Fever may be
continuous early in the disease; the typical periodic cycle does not develop for
several days after onset. The fever spike, which can reach 41°C, is frequently
accompanied by shaking chills, nausea, vomiting, and abdominal pain. The fever is
followed by drenching sweats. Patients usually feel well between the febrile
episodes. Splenomegaly is seen in most patients, and hepatomegaly occurs in
roughly one-third. Anemia is prominent.

Untreated malaria caused by P. falciparum is potentially life-threatening as a
result of extensive brain (cerebral malaria) and kidney (blackwater fever) damage.
Malaria caused by the other three plasmodia is usually self-limited, with a low
mortality rate. However, relapses of P. vivax and P. ovale malaria can occur up to
several years after the initial illness as a result of hypnozoites latent in the liver.

Laboratory Diagnosis
Diagnosis rests on microscopic examination of blood, using both thick and thin
Giemsa-stained smears. The thick smear is used to screen for the presence of
organisms, and the thin smear is used for species identification. It is important to
identify the species because the treatment of different species can differ. Ring-
shaped trophozoites can be seen within infected red blood cells (Figure 52–3). The
gametocytes of P. falciparum are crescent-shaped (“banana-shaped”), whereas
those of the other plasmodia are spherical (Figure 52–2F). If more than 5% of red
blood cells are parasitized, the diagnosis is usually P. falciparum malaria.

If blood smears do not reveal the diagnosis, then a polymerase chain reaction
(PCR)-based test for Plasmodium nucleic acids or an enzyme-linked immunosorbent
assay (ELISA) test for a protein specific for P. falciparum can be useful.

Treatment
The treatment of malaria is complicated, and the details are beyond the scope of this
book. Table 52–2 presents the drugs commonly used in the United States. The main
criteria used for choosing specific drugs are the severity of the disease and whether
the organism is resistant to chloroquine. Chloroquine resistance is determined by the
geographical location where the infection was acquired rather than by laboratory
testing.

TABLE 52–2  Drugs Commonly Used for the Treatment of Malaria in the United States
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TABLE 52–2  Drugs Commonly Used for the Treatment of Malaria in the United States

Chloroquine is the drug of choice for treatment of uncomplicated malaria caused
by non-falciparum species in areas without chloroquine resistance. Chloroquine
kills the merozoites, thereby reducing the parasitemia, but does not affect the
hypnozoites of P. vivax and P. ovale in the liver. These are killed by primaquine,
which must be used to prevent relapses. Primaquine may induce severe hemolysis in
those with G6PD deficiency, so testing for this enzyme should be done before the
drug is given. Primaquine should not be given if the patient is severely G6PD
deficient. If primaquine is not given, one approach is to wait to see whether
symptoms recur and then treat with chloroquine.

Uncomplicated, chloroquine-resistant P. falciparum infection is treated with
either Coartem (artemether plus lumefantrine) or Malarone (atovaquone and
proguanil). In severe complicated cases of chloroquine-resistant falciparum malaria,
intravenous administration of either artesunate or quinidine is used.

Outside the United States, the artemisinins, such as artesunate or artemether, are
widely used in combination with other antimalarial drugs. The artemisinins are
inexpensive and have few side effects, and most plasmodia have not developed
resistance to these drugs. However, resistance to artesunate has emerged in some
strains of P. falciparum in Southeast Asia (e.g., Cambodia, Myanmar, and
Thailand).

Prevention
Chemoprophylaxis of malaria for travelers to areas where chloroquine-resistant P.
falciparum is endemic consists of mefloquine or doxycycline. A combination of
atovaquone and proguanil (Malarone), in a fixed dose, can also be used.
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Chloroquine should be used in areas where P. falciparum is sensitive to that drug.
Travelers to areas where the other three plasmodia are found should take
chloroquine starting 2 weeks before arrival in the endemic area and continuing for 6
weeks after departure. This should be followed by a 2-week course of primaquine if
exposure was high. Primaquine will kill the hypnozoites of P. vivax and P. ovale.

Other preventive measures include the use of mosquito netting, window screens,
protective clothing, and insect repellents. The mosquitoes feed from dusk to dawn,
so protection is particularly important during the night. Communal preventive
measures are directed against reducing the mosquito population. Many insecticide
sprays, such as DDT, are no longer effective because the mosquitoes have
developed resistance. Drainage of stagnant water in swamps and ditches reduces the
breeding areas. There is no vaccine.

TOXOPLASMA
Disease
Toxoplasma gondii causes toxoplasmosis, including congenital toxoplasmosis.

Important Properties
The life cycle of T. gondii is shown in Figure 52–5. The definitive host is the
domestic cat and other felines; humans and other mammals are intermediate hosts.
Infection of humans begins with the ingestion of cysts in undercooked meat or from
accidental contact with cysts in cat feces. In the small intestine, the cysts rupture and
release forms that invade the gut wall, where they are ingested by macrophages and
differentiate into rapidly multiplying trophozoites (tachyzoites), which kill the cells
and infect other cells (Figures 52–2G and 52–6). Cell-mediated immunity usually
limits the spread of tachyzoites, and the parasites enter host cells in the brain,
muscle, and other tissues, where they develop into cysts in which the parasites
multiply slowly. These forms are called bradyzoites. These tissue cysts are both an
important diagnostic feature and a source of organisms when the tissue cyst breaks in
an immunocompromised patient.
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FIGURE 52–5  Toxoplasma gondii. Life cycle. Top red arrows show the
natural life cycle as T. gondii circulates between cats (#1), which excrete oocysts in
the feces that are eaten by mice, but also by domestic animals such as pigs and
sheep. Cysts form in tissue such as muscle and brain. The natural cycle is completed
when cats eat mice. Humans are accidental hosts. They can be infected by the
ingestion of under-cooked pork and lamb (blue arrow #2) containing tissue cysts in
muscle or by ingestion of food contaminated with cat feces containing oocysts (blue
arrow #3). (Provider: Centers for Disease Control and Prevention/Dr. Alexander J. da Silva and Melanie
Moser.)

FIGURE 52–6  Toxoplasma gondii—tachyzoite. Arrow points to a tachyzoite
of T. gondii in cardiac muscle. (Figure courtesy of Dr. E. Ewing, Jr., Public Health
Image Library, Centers for Disease Control and Prevention.)

The cycle within the cat begins with the ingestion of cysts in raw meat (e.g.,
mice). Bradyzoites are released from the cysts in the small intestine, infect the
mucosal cells, and differentiate into male and female gametocytes, whose gametes
fuse to form oocysts that are excreted in cat feces. The cycle is completed when soil
contaminated with cat feces is accidentally ingested. Human infection usually occurs
from eating undercooked meat (e.g., lamb and pork) from animals that grazed in soil
contaminated with infected cat feces.

Pathogenesis & Epidemiology
T. gondii is usually acquired by ingestion of cysts in uncooked meat or cat feces.
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Transplacental transmission from an infected mother to the fetus occurs also.
Human-to-human transmission, other than transplacental transmission, does not
occur. After infection of the intestinal epithelium, the organisms spread to other
organs, especially the brain, lungs, liver, and eyes. Progression of the infection is
usually limited by a competent immune system. Cell-mediated immunity plays the
major role, but circulating antibody enhances killing of the organism. Most initial
infections are asymptomatic. When contained, the organisms persist as cysts within
tissues. There is no inflammation, and the individual remains well unless
immunosuppression allows activation of organisms in the cysts.

Congenital infection of the fetus occurs only when the mother is infected during
pregnancy. If she is infected before the pregnancy, the organism will be in the cyst
form and there will be no trophozoites to pass through the placenta. The mother who
is reinfected during pregnancy but who has immunity from a previous infection will
not transmit the organism to her child. Roughly one-third of mothers infected during
pregnancy give birth to infected infants, but only 10% of these infants are
symptomatic.

Infection by T. gondii occurs worldwide. Serologic surveys reveal that in the
United States antibodies are found in 5% to 50% of people in various regions.
Infection is usually sporadic, but outbreaks associated with ingestion of raw meat or
contaminated water occur. Approximately 1% of domestic cats in the United States
shed Toxoplasma cysts.

Clinical Findings
Most primary infections in immunocompetent adults are asymptomatic, but some
resemble infectious mononucleosis, except that the heterophil antibody test is
negative. Congenital infection can result in abortion, stillbirth, or neonatal disease
with encephalitis, chorioretinitis, and hepatosplenomegaly. Fever, jaundice, and
intracranial calcifications are also seen. Most infected newborns are asymptomatic,
but chorioretinitis or mental retardation will develop in some children months or
years later. Congenital infection with Toxoplasma is one of the leading causes of
blindness in children. In patients with reduced cell-mediated immunity (e.g., patients
with acquired immunodeficiency syndrome [AIDS]), life-threatening disseminated
disease, primarily encephalitis, occurs.

Laboratory Diagnosis
For the diagnosis of acute and congenital infections, an immunofluorescence assay
for IgM antibody is used. IgM is used to diagnose congenital infection, because IgG
can be maternal in origin. Tests of IgG antibody can be used to diagnose acute
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infections if a significant rise in antibody titer in paired sera is observed.
Microscopic examination of Giemsa-stained preparations shows crescent-shaped

trophozoites during acute infections. Cysts may be seen in the tissue. The organism
can be grown in cell culture. Inoculation into mice can confirm the diagnosis.

Treatment
Congenital toxoplasmosis, whether symptomatic or asymptomatic, should be treated
with a combination of sulfadiazine and pyrimethamine. These drugs also constitute
the treatment of choice for disseminated disease in immunocompromised patients.
Acute toxoplasmosis in an immunocompetent individual is usually self-limited, but
any patient with chorioretinitis should be treated.

Prevention
The most effective means of preventing toxoplasmosis is to cook meat thoroughly to
kill the cysts. Pregnant women should be especially careful to avoid undercooked
meat and contact with cat feces. They should refrain from emptying cat litter boxes.
Cats should not be fed raw meat. Trimethoprim-sulfamethoxazole is used to prevent
Toxoplasma encephalitis in patients infected with human immunodeficiency virus
(HIV).

PNEUMOCYSTIS
Disease
Pneumocystis jiroveci is an important cause of pneumonia in immunocompromised
individuals. In 2002, taxonomists renamed the human species of Pneumocystis as P.
jiroveci and recommended that Pneumocystis carinii be used only to describe the
rat species of Pneumocystis.

Important Properties
The classification and life cycle of Pneumocystis are unclear. Many aspects of its
biochemistry indicate that it is a yeast, but it also has several attributes of a
protozoan. An analysis of rRNA sequences published in 1988 indicates that
Pneumocystis should be classified as a fungus related to yeasts such as
Saccharomyces cerevisiae. Subsequent analysis of mitochondrial DNA and of
various enzymes supports the idea that it is a fungus. However, it does not have
ergosterol in its membranes as do the fungi. It has cholesterol.

Medically, it is still thought of as a protozoan. In tissue, it appears as a cyst that
resembles the cysts of protozoa (Figures 52–2H and 52–7). The findings that it does
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not grow on fungal media and that antifungal drugs are ineffective have delayed
acceptance of its classification as a fungus.

FIGURE 52–7  Pneumocystis jiroveci—arrow points to a cyst of P. jiroveci in
lung tissue. (Figure courtesy of Dr. E. Ewing, Jr., Public Health Image Library,
Centers for Disease Control and Prevention.)

Pneumocystis species are found in domestic animals such as horses and sheep
and in a variety of rodents, but it is thought that these animals are not a reservoir for
human infection. Each mammalian species is thought to have its own species of
Pneumocystis.

Pneumocystis species have a major surface glycoprotein that exhibits significant
antigenic variation in a manner similar to that of Trypanosoma brucei.
Pneumocystis species have multiple genes encoding these surface proteins, but only
one is expressed at a time. This process of programmed rearrangements was first
observed in T. brucei.

Pathogenesis & Epidemiology
Transmission occurs by inhalation, and infection is predominantly in the lungs. The
presence of cysts in the alveoli induces an inflammatory response consisting
primarily of plasma cells, resulting in a frothy exudate that blocks oxygen exchange.
(The presence of plasma cells has led to the name “plasma cell pneumonia.”) The
organism does not invade the lung tissue.

Pneumonia occurs when host defenses (e.g., the number of CD4-positive [helper]
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T cells) are reduced. This accounts for the prominence of Pneumocystis pneumonia
in patients with AIDS and in premature or debilitated infants. Hospital outbreaks do
not occur, and patients with Pneumocystis pneumonia are not isolated.

P. jiroveci is distributed worldwide. It is estimated that 70% of people have
been infected. Most 5-year-old children in the United States have antibodies to this
organism. Asymptomatic infection is therefore quite common. Prior to the advent of
immunosuppressive therapy, Pneumocystis pneumonia was rarely seen in the United
States. Its incidence has paralleled the increase in immunosuppression and the rise
in the number of AIDS cases.

Most Pneumocystis infections in AIDS patients are new rather than a reactivation
of a prior latent infection. This conclusion is based on the finding that Pneumocystis
recovered from AIDS patients shows resistance to drugs that the patients have not
taken.

Clinical Findings
The sudden onset of fever, nonproductive cough, dyspnea, and tachypnea is typical
of Pneumocystis pneumonia. Bilateral rales and rhonchi are heard, and the chest X-
ray shows a diffuse interstitial pneumonia with “ground glass” infiltrates bilaterally.
In infants, the disease usually has a more gradual onset. Extrapulmonary
Pneumocystis infections occur in the late stages of AIDS and affect primarily the
liver, spleen, lymph nodes, and bone marrow. The mortality rate of untreated
Pneumocystis pneumonia approaches 100%.

Laboratory Diagnosis
Diagnosis is made by finding the typical cysts by microscopic examination of lung
tissue or fluids obtained by bronchoscopy, bronchial lavage, or open lung biopsy
(Figure 52–7). Sputum is usually less suitable. The cysts can be visualized with
methenamine silver, Giemsa, or other tissue stains. Fluorescent-antibody staining is
also commonly used for diagnosis. PCR-based tests using respiratory tract
specimens are also useful. The organism stains poorly with Gram stain. There is no
serologic test, and the organism has not been grown in culture.

Treatment
The treatment of choice is a combination of trimethoprim and sulfamethoxazole
(Bactrim, Septra). Pentamidine and atovaquone are alternative drugs.

Prevention
Trimethoprim-sulfamethoxazole or aerosolized pentamidine should be used as
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chemoprophylaxis in patients whose CD4 counts are below 200.

TRYPANOSOMA
The genus Trypanosoma includes three major pathogens: Trypanosoma cruzi,
Trypanosoma gambiense, and Trypanosoma rhodesiense.2

1. Trypanosoma cruzi
Disease
T. cruzi is the cause of Chagas’ disease (American trypanosomiasis).

Important Properties
The life cycle of T. cruzi is shown in Figure 52–8. The life cycle involves the
reduviid bug (Triatoma, cone-nose or kissing bug) as the vector, and both humans
and animals as reservoir hosts. The animal reservoirs include domestic cats and
dogs and wild species such as the armadillo, raccoon, and rat. The cycle in the
reduviid bug begins with ingestion of trypomastigotes in the blood of the reservoir
host. In the insect gut, they multiply and differentiate first into epimastigotes and then
into trypomastigotes. When the bug bites again, the site is contaminated with feces
containing trypomastigotes, which enter the blood of the person (or other reservoir)
and form nonflagellated amastigotes within host cells. Many cells can be affected,
but myocardial, glial, and reticuloendothelial cells are the most frequent sites. To
complete the cycle, amastigotes differentiate into trypomastigotes, which enter the
blood and are taken up by the reduviid bug (Figures 52–9A to C and 52–10).
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FIGURE 52–8  Trypanosoma cruzi. Life cycle. Right side of figure describes
the stages within the human (blue arrows). Humans are infected at step 1 when
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triatomine (reduviid) bug bites human and defecates at bite site. Trypomastigotes in
feces enter bite wound. Amastigotes form within cells, especially heart muscle and
neural tissue. Reduviid bug is infected at step 5 when it ingests trypomastigotes in
human blood. Left side of figure describes the stages within the reduviid bug (red
arrows). (Provider: Centers for Disease Control and Prevention/Dr. Alexander J. da Silva and Melanie
Moser.)

FIGURE 52–9  A: Trypanosoma cruzi trypomastigote found in human blood
(1200×). B: T. cruzi amastigotes found in cardiac muscle (850×). C: T. cruzi
epimastigote found in reduviid bug (1200×). D: Trypanosoma brucei gambiense or
rhodesiense trypomastigote found in human blood (1200×). E: Leishmania
donovani amastigotes within splenic macrophages (1000×). (Circle with inner
dotted line represents a red blood cell.)
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FIGURE 52–10  Trypanosoma cruzi—amastigotes. Arrow points to an
amastigote (nonflagellated form) in cytoplasm. (Figure courtesy of Dr. A. J. Sulzer,
Public Health Image Library, Centers for Disease Control and Prevention.)

Pathogenesis & Epidemiology
Chagas’ disease occurs primarily in rural Central and South America. Acute
Chagas’ disease occurs rarely in the United States, but the chronic form causing
myocarditis and congestive heart failure is seen with increasing frequency in
immigrants from Latin America. The disease is seen primarily in rural areas because
the reduviid bug lives in the walls of rural huts and feeds at night. It bites
preferentially around the mouth or eyes, hence the name “kissing bug.”

The amastigotes can kill cells and cause inflammation, consisting mainly of
mononuclear cells. Cardiac muscle is the most frequently and severely affected
tissue. In addition, neuronal damage leads to cardiac arrhythmias and loss of tone in
the colon (megacolon) and esophagus (megaesophagus). During the acute phase,
there are both trypomastigotes in the blood and amastigotes intracellularly in the
tissues. In the chronic phase, the organism persists in the amastigote form.

Chagas’ disease has occurred in the United States in recipients of either blood
transfusions or organ transplants from infected donors. The organism can also be
transmitted congenitally from an infected mother to the fetus across the placenta.

Clinical Findings
The acute phase of Chagas’ disease consists of facial edema and a nodule (chagoma)
near the bite, coupled with fever, lymphadenopathy, and hepatosplenomegaly. A bite
around the eye can result in unilateral palpebral swelling called Romaña’s sign. The
acute phase resolves in about 2 months. Most individuals then remain asymptomatic,
but some progress to the chronic form with myocarditis and megacolon. Death from
chronic Chagas’ disease is usually due to cardiac arrhythmias or congestive heart
failure.

Laboratory Diagnosis
Acute disease is diagnosed by demonstrating the presence of trypomastigotes in thick
or thin films of the patient’s blood. Both stained and wet preparations should be
examined, the latter for motile organisms. Because the trypomastigotes are not
numerous in the blood, other diagnostic methods may be required, namely, (1) a
stained preparation of a bone marrow aspirate or muscle biopsy specimen (which
may reveal amastigotes); (2) culture of the organism on special medium; and (3)
xenodiagnosis, which consists of allowing an uninfected, laboratory-raised reduviid
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bug to feed on the patient and, after several weeks, examining the intestinal contents
of the bug for the organism.

Serologic tests can be helpful also. The indirect fluorescent antibody test is the
earliest to become positive. Indirect hemagglutination and complement fixation tests
are also available. Diagnosis of chronic disease is difficult because there are few
trypomastigotes in the blood. Xenodiagnosis and serologic tests are used.

Treatment
The drug of choice for the acute phase is nifurtimox, which kills trypomastigotes in
the blood but is much less effective against amastigotes in tissue. Benznidazole is an
alternative drug. There is no effective drug against the chronic form.

Prevention
Prevention involves protection from the reduviid bite, improved housing, and insect
control. No prophylactic drug or vaccine is available. Blood for transfusion is tested
for the presence of antibodies to T. cruzi. Blood containing antibodies should not be
used.

2. Trypanosoma gambiense & Trypanosoma rhodesiense
Disease
These organisms cause sleeping sickness (African trypanosomiasis). They are also
known as Trypanosoma brucei gambiense and Trypanosoma brucei rhodesiense.

Important Properties
The life cycle of Trypanosoma brucei is shown in Figure 52–11. The morphology
and life cycle of the two species are similar. The vector for both is the tsetse fly,
Glossina, but different species of fly are involved for each. Humans are the
reservoir for T. gambiense, whereas T. rhodesiense has reservoirs in both domestic
animals (especially cattle) and wild animals (e.g., antelopes).
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FIGURE 52–11  Trypanosoma brucei. Life cycle. Right side of figure
describes the stages within the human (blue arrows). Humans are infected at step 1
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when the tsetse fly bites human and injects trypomastigotes into bloodstream. Tsetse
fly is infected at step 5 when it ingests trypomastigotes in human blood. Left side of
figure describes the stages within the tsetse fly (red arrows). (Provider: Centers for Disease
Control and Prevention/Dr. Alexander J. da Silva and Melanie Moser.)

The 3-week life cycle in the tsetse fly begins with ingestion of trypomastigotes in
a blood meal from the reservoir host. They multiply in the insect gut and then migrate
to the salivary glands, where they transform into epimastigotes, multiply further, and
then form metacyclic trypomastigotes, which are transmitted by the tsetse fly bite.
The organisms in the saliva are injected into the skin, where they enter the
bloodstream, differentiate into blood-form trypomastigotes, and multiply, thereby
completing the cycle (Figures 52–9D and 52–12). Note that these species are rarely
found as amastigotes in tissue, in contrast to T. cruzi and Leishmania species, in
which amastigotes are commonly found.

FIGURE 52–12  Trypanosoma brucei—trypomastigotes. Arrow points to a
trypomastigote (the flagellated form) in the blood. (Figure courtesy of Dr. M.
Schultz, Public Health Image Library, Centers for Disease Control and Prevention.)

These trypanosomes exhibit remarkable antigenic variation of their surface
glycoproteins, with hundreds of antigenic types found. One antigenic type will coat
the surface of the parasites for approximately 10 days, followed by other types in
sequence in the new progeny. This variation is due to sequential movement of the
glycoprotein genes to a preferential location on the chromosome, where only that
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specific gene is transcribed into mRNA. These antigenic variations allow the
organism to continually evade the host immune response.

Pathogenesis & Epidemiology
The trypomastigotes spread from the skin through the blood to the lymph nodes and
the brain. The typical somnolence (sleeping sickness) progresses to coma as a result
of a demyelinating encephalitis.

In the acute form, a cyclical fever spike (approximately every 2 weeks) occurs
that is related to antigenic variation. As antibody-mediated agglutination and lysis of
the trypomastigotes occur, the fever subsides. However, a few antigenic variants
survive, multiply, and cause a new fever spike. This cycle repeats itself over a long
period. The lytic antibody is directed against the surface glycoprotein.

The disease is endemic in sub-Saharan Africa, the natural habitat of the tsetse fly.
Both sexes of fly take blood meals and can transmit the disease. The fly is infectious
throughout its 2- to 3-month lifetime. T. gambiense is the species that causes the
disease along water courses in west Africa, whereas T. rhodesiense is found in the
arid regions of east Africa. Both species are found in central Africa.

Clinical Findings
Although both species cause sleeping sickness, the progress of the disease differs. T.
gambiense–induced disease runs a low-grade chronic course over a few years,
whereas T. rhodesiense causes a more acute, rapidly progressive disease that, if
untreated, is usually fatal within several months.

The initial lesion is an indurated skin ulcer (“trypanosomal chancre”) at the site
of the fly bite. After the organisms enter the blood, intermittent weekly fever and
lymphadenopathy develop. Enlargement of the posterior cervical lymph nodes
(Winterbottom’s sign) is commonly seen. The encephalitis is characterized initially
by headache, insomnia, and mood changes, followed by muscle tremors, slurred
speech, and apathy that progress to somnolence and coma. Untreated disease is
usually fatal as a result of pneumonia.

Laboratory Diagnosis
During the early stages, microscopic examination of the blood (either wet films or
thick or thin smears) reveals trypomastigotes (Figure 52–12). An aspirate of the
chancre or enlarged lymph node can also demonstrate the parasites. The presence of
trypanosomes in the spinal fluid, coupled with an elevated protein level and
pleocytosis, indicates that the patient has entered the late, encephalitic stage.
Serologic tests, especially the ELISA for IgM antibody, can be helpful.
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Treatment
Treatment must be initiated before the development of encephalitis, because
suramin, the most effective drug, does not pass the blood–brain barrier well.
Suramin will effect a cure if given early. Pentamidine is an alternative drug. If
central nervous system symptoms are present, suramin (to clear the parasitemia)
followed by melarsoprol should be given.

Prevention
The most important preventive measure is protection against the fly bite, using
netting and protective clothing. Clearing the forest around villages and using
insecticides are helpful measures. No vaccine is available.

LEISHMANIA
The genus Leishmania includes four major pathogens: Leishmania donovani,
Leishmania tropica, Leishmania mexicana, and Leishmania braziliensis.

1. Leishmania donovani
Disease
L. donovani is the cause of kala-azar (visceral leishmaniasis).

Important Properties
The life cycle of L. donovani is shown in Figure 52–13. The life cycle involves the
sandfly3 as the vector and a variety of mammals such as dogs, foxes, and rodents as
reservoirs.
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FIGURE 52–13  Leishmania donovani. Life cycle. Right side of figure
describes the stages within the human (blue arrows). Humans are infected at step 1
when the sandfly bites human and injects promastigotes. Sandfly is infected at step 5
when it ingests macrophages containing amastigotes in human blood. Left side of
figure describes the stages within the sandfly (red arrows). (Provider: Centers for Disease
Control and Prevention/Dr. Alexander J. da Silva and Blaine Mathison.)
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Only female flies are vectors because only they take blood meals (a requirement
for egg maturation). When the sandfly sucks blood from an infected host, it ingests
macrophages-containing amastigotes (Figures 52–9E and 52–14).4

FIGURE 52–14  Leishmania donovani—amastigotes. Arrow points to an
amastigote (nonflagellated form) in cytoplasm of bone marrow cell. (Figure courtesy
of Dr. Francis Chandler, Public Health Image Library, Centers for Disease Control
and Prevention.)

After dissolution of the macrophages, the freed amastigotes differentiate into
promastigotes in the gut. They multiply and then migrate to the pharynx and
proboscis, where they can be transmitted during the next bite. The cycle in the
sandfly takes approximately 10 days.

Shortly after an infected sandfly bites a human, the promastigotes are engulfed by
macrophages, where they transform into amastigotes (Figure 52–9E). Amastigotes
can remain in the cytoplasm of macrophages because they can prevent fusion of the
vacuole with lysosomes.

The infected cells die and release progeny amastigotes that infect other
macrophages and reticuloendothelial cells. The cycle is completed when the fly
ingests macrophages containing the amastigotes.

Pathogenesis & Epidemiology
In visceral leishmaniasis, the organs of the reticuloendothelial system (liver,
spleen, and bone marrow) are the most severely affected. Reduced bone marrow
activity, coupled with cellular destruction in the spleen, results in anemia,
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leukopenia, and thrombocytopenia. This leads to secondary infections and a
tendency to bleed. The striking enlargement of the spleen is due to a combination
of proliferating macrophages and sequestered blood cells. The marked increase in
IgG is neither specific nor protective.

Kala-azar occurs in three distinct epidemiologic patterns. In one area, which
includes the Mediterranean basin, the Middle East, southern Russia, and parts of
China, the reservoir hosts are primarily dogs and foxes. In sub-Saharan Africa, rats
and small carnivores (e.g., civets) are the main reservoirs. A third pattern is seen in
India and neighboring countries (and Kenya), in which humans appear to be the only
reservoir.

Clinical Findings
Symptoms begin with intermittent fever, weakness, and weight loss. Massive
enlargement of the spleen is characteristic. Hyperpigmentation of the skin is seen in
light-skinned patients (kala-azar means black sickness). The course of the disease
runs for months to years. Initially, patients feel reasonably well despite persistent
fever. As anemia, leukopenia, and thrombocytopenia become more profound,
weakness, infection, and gastrointestinal bleeding occur. Untreated severe disease is
nearly always fatal as a result of secondary infection.

Laboratory Diagnosis
Diagnosis is usually made by detecting amastigotes in a bone marrow, spleen, or
lymph node biopsy or “touch” preparation (Figure 52–14). The organisms can also
be cultured. Serologic (indirect immunofluorescence) tests are positive in most
patients. Although not diagnostic, a very high concentration of IgG is indicative of
infection. A skin test using a crude homogenate of promastigotes (leishmanin) as the
antigen is available. The skin test is negative during active disease but positive in
patients who have recovered.

Treatment
The drug of choice is either liposomal amphotericin B or sodium stibogluconate.
With proper therapy, the mortality rate is reduced to almost 5%. Recovery results in
permanent immunity.

Prevention
Prevention involves protection from sandfly bites (use of netting, protective clothing,
and insect repellents) and insecticide spraying.
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2. Leishmania tropica, Leishmania mexicana, & Leishmania
braziliensis
Disease
L. tropica and L. mexicana both cause cutaneous leishmaniasis; the former organism
is found in the Old World, whereas the latter is found only in the Americas. L.
braziliensis causes mucocutaneous leishmaniasis, which occurs only in Central and
South America.

Important Properties
Sandflies are the vectors for these three organisms, as they are for L. donovani, and
forest rodents are their main reservoirs. The life cycle of these parasites is
essentially the same as that of L. donovani.

Pathogenesis & Epidemiology
The lesions are confined to the skin in cutaneous leishmaniasis and to the mucous
membranes, cartilage, and skin in mucocutaneous leishmaniasis. A granulomatous
response occurs, and a necrotic ulcer forms at the bite site. The lesions tend to
become superinfected with bacteria.

Old World cutaneous leishmaniasis (Oriental sore, Delhi boil), caused by L.
tropica, is endemic in the Middle East, Africa, and India. New World cutaneous
leishmaniasis (chicle ulcer, bay sore), caused by L. mexicana, is found in Central
and South America. Mucocutaneous leishmaniasis (espundia), caused by L.
braziliensis, occurs mostly in Brazil and Central America, primarily in forestry and
construction workers.

Clinical Findings
The initial lesion of cutaneous leishmaniasis is a red papule at the bite site, usually
on an exposed extremity. This enlarges slowly to form multiple satellite nodules that
coalesce and ulcerate. There is usually a single lesion that heals spontaneously in
patients with a competent immune system. However, in certain individuals, if cell-
mediated immunity does not develop, the lesions can spread to involve large areas
of skin and contain enormous numbers of organisms.

Mucocutaneous leishmaniasis begins with a papule at the bite site, but then
metastatic lesions form, usually at the mucocutaneous junction of the nose and mouth.
Disfiguring granulomatous, ulcerating lesions destroy nasal cartilage but not adjacent
bone. These lesions heal slowly, if at all. Death can occur from secondary infection.
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CHAPTER
53

Minor Protozoan Pathogens
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The medically important stages in the life cycle of certain minor protozoa are
described in Table 53–1.

TABLE 53–1  Medically Important Stages in Life Cycle of Certain Minor Protozoa

ACANTHAMOEBA & NAEGLERIA
Acanthamoeba castellanii and Naegleria fowleri are free-living amebas that cause
meningoencephalitis. The organisms are found in warm freshwater lakes and in
soil. Their life cycle involves trophozoite and cyst stages. Cysts are quite resistant
and are not killed by chlorination.
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Naegleria trophozoites usually enter the body through mucous membranes while
an individual is swimming. They can penetrate the nasal mucosa and cribriform
plate to produce a purulent meningitis and encephalitis that are usually rapidly fatal
(Figure 53–1). Acanthamoeba is carried into the skin or eyes during trauma.
Acanthamoeba infections occur primarily in immunocompromised individuals,
whereas Naegleria infections occur in otherwise healthy persons, usually children.
In the United States, these rare infections occur mainly in the southern states and
California.

FIGURE 53–1  Naegleria fowleri—trophozoite. Arrows point to two ameba-
shaped trophozoites in brain tissue. (Figure courtesy of Public Health Image Library,
Centers for Disease Control and Prevention.)

Diagnosis is made by finding amebas in the spinal fluid. The prognosis is poor
even in treated cases. Amphotericin B may be effective in Naegleria infections.
Pentamidine, ketoconazole, or flucytosine may be effective in Acanthamoeba
infections.

Acanthamoeba also causes keratitis—an inflammation of the cornea that occurs
primarily in those who wear contact lenses. With increasing use of contact lenses,
keratitis has become the most common disease associated with Acanthamoeba
infection. The amebas have been recovered from contact lenses, lens cases, and lens
disinfectant solutions. Tap water contaminated with amebas is the source of
infection for lens users.
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BABESIA
Babesia microti causes babesiosis—a zoonosis acquired chiefly in the coastal areas
and islands off the northeastern coast of the United States (e.g., Nantucket Island).
The sporozoan organism is endemic in rodents and is transmitted by the bite of the
tick Ixodes dammini (renamed I. scapularis), the same species of tick that transmits
Borrelia burgdorferi, the agent of Lyme disease. Babesia infects red blood cells,
causing them to lyse, but unlike plasmodia, it has no exoerythrocytic phase. Asplenic
patients are affected more severely.

The influenzalike symptoms begin gradually and may last for several weeks.
Hepatosplenomegaly and anemia occur. Diagnosis is made by seeing
intraerythrocytic ring-shaped parasites on Giemsa-stained blood smears. The
intraerythrocytic ring-shaped trophozoites are often in tetrads in the form of a
Maltese cross (Figure 53–2). Unlike the case with plasmodia, there is no pigment in
the erythrocytes. The treatment of choice for mild to moderate disease is a
combination of atovaquone and azithromycin. Patients with severe disease should
receive a combination of quinidine and clindamycin. Exchange transfusion should
also be considered in patients with severe disease. Prevention involves protection
from tick bites and, if a person is bitten, prompt removal of the tick.

FIGURE 53–2  Babesia microti—trophozoites in tetrads. Arrow points to a red
blood cell containing four trophozoites in a tetrad resembling a “Maltese cross.”
(Figure courtesy of Dr. S. Glenn, Public Health Image Library, Centers for Disease
Control and Prevention.)
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BALANTIDIUM
Balantidium coli is the only ciliated protozoan that causes human disease (i.e.,
diarrhea). It is found worldwide but only infrequently in the United States. Domestic
animals, especially pigs, are the main reservoir for the organism, and humans are
infected after ingesting the cysts in food or water contaminated with animal or human
feces. The trophozoites excyst in the small intestine, travel to the colon, and, by
burrowing into the wall, cause an ulcer similar to that of Entamoeba histolytica.
However, unlike the case with E. histolytica, extraintestinal lesions do not occur.

Most infected individuals are asymptomatic; diarrhea rarely occurs. Diagnosis is
made by finding large ciliated trophozoites or large cysts with a characteristic V-
shaped nucleus in the stool. There are no serologic tests. The treatment of choice is
tetracycline. Prevention consists of avoiding contamination of food and water by
domestic animal feces.

CYCLOSPORA
Cyclospora cayetanensis is an intestinal protozoan that causes watery diarrhea in
both immunocompetent and immunocompromised individuals. It is classified as a
member of the Coccidia.1

The organism is acquired by fecal–oral transmission, especially via contaminated
water supplies. One outbreak in the United States was attributed to the ingestion of
contaminated raspberries. There is no evidence for an animal reservoir.

The diarrhea can be prolonged and relapsing, especially in immunocompromised
patients. Infection occurs worldwide. The diagnosis is made microscopically by
observing the spherical oocysts in a modified acid-fast stain of a stool sample.
There are no serologic tests. The treatment of choice is trimethoprim-
sulfamethoxazole.

ISOSPORA
Isospora belli is an intestinal protozoan that causes diarrhea, especially in
immunocompromised patients (e.g., those with acquired immunodeficiency
syndrome [AIDS]). Its life cycle parallels that of other members of the Coccidia.
The organism is acquired by fecal–oral transmission of oocysts from either human or
animal sources. The oocysts excyst in the upper small intestine and invade the
mucosa, causing destruction of the brush border.

The disease in immunocompromised patients presents as a chronic, profuse,
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watery diarrhea. The pathogenesis of the diarrhea is unknown. Diagnosis is made by
finding the typical oocysts in fecal specimens. Serologic tests are not available. The
treatment of choice is trimethoprim-sulfamethoxazole.

MICROSPORIDIA
Microsporidia are a group of protozoa characterized by obligate intracellular
replication and spore formation. As the name implies, the spores are quite small,
approximately 1 to 3 µm, about the size of Escherichia coli. One unique feature of
these spores is a “polar tube,” which is coiled within the spore and extrudes to
attach to the human cells upon infection. The protoplasm of the spore then enters the
human cell via the polar tube.

Enterocytozoon bieneusi and Encephalitozoon intestinalis are two important
microsporidial species that cause severe, persistent, watery diarrhea in AIDS
patients. The organisms are transmitted from human to human by the fecal–oral route.
Microsporidia are also implicated in infections of the central nervous system, the
genitourinary tract, and the eye. It is uncertain whether an animal reservoir exists.
Diagnosis is made by visualization of spores in stool samples or intestinal biopsy
samples. The treatment of choice is albendazole.

SELF-ASSESSMENT QUESTIONS
1. Regarding Acanthamoeba and Naegleria species, which one of the following is

most accurate?
(A) They are free-living amebas that live in warm fresh water.
(B) Naegleria is a well-recognized cause of otitis media, primarily in children.
(C) The drug of choice for infections caused by these organisms is chloroquine.
(D) Their main clinical presentation is pneumonia acquired when water is

aspirated into the lung.
2. Regarding B. microti, which one of the following is most accurate?

(A) It infects macrophages, causing them to lyse.
(B) Doxycycline is the drug of choice for babesiosis.
(C) It is transmitted by the bite of Culex mosquitoes.
(D) Seeing sporozoites within red cells supports the diagnosis of babesiosis.
(E) B. microti causes disease primarily in the northeastern region of the United
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Preface to the first edition

There are several available good textbooks of

mycology, and some justification is needed for

publishing another. I have long been convinced

that the best way to teach mycology, and indeed

all biology, is to make use, wherever possible, of

living material. Fortunately with fungi, provided

one chooses the right time of the year, a wealth

of material is readily available. Also by use

of cultures and by infecting material of plant

pathogens in the glasshouse or by maintaining

pathological plots in the garden, it is possible to

produce material at almost any time. I have

therefore tried to write an introduction to fungi

which are easily available in the living state, and

have tried to give some indication of where they

can be obtained. In this way I hope to encourage

students to go into the field and look for fungi

themselves. The best way to begin is to go with

an expert, or to attend a Fungus Foray such

as those organized in the spring and autumn

by mycological and biological societies. I owe

much of my own mycological education to such

friendly gatherings. A second aim has been to

produce original illustrations of the kind that a

student could make for himself from simple

preparations of living material, and to illustrate

things which he can verify for himself. For this

reason I have chosen not to use electron micro-

graphs, but to make drawings based on them.

The problem of what to include has been

decided on the criterion of ready availability.

Where an uncommon fungus has been included

this is because it has been used to establish some

important fact or principle. A criticism which I

must accept is that no attempt has been made to

deal with Fungi Imperfecti as a group. This is not

because they are not common or important but

that to have included them would have made the

book much longer. To mitigate this shortcoming

I have described the conidial states of some

Ascomycotina rather fully, to include reference

to some of the form-genera which have been

linked with them. A more difficult problem has

been to know which system of classification to

adopt. I have finally chosen the ‘General Purpose

Classification’ proposed by Ainsworth, which is

adequate for the purpose of providing a frame-

work of reference. I recognize that some might

wish to classify fungi differently, but see no great

merit in burdening the student with the argu-

ments in favour of this or that system.

Because the evidence for the evolutionary

origins of fungi is so meagre I have made only

scant reference to the speculations which have

been made on this topic. There are so many

observations which can be verified, and for this

reason I have preferred to leave aside those

which never will.

The literature on fungi is enormous, and

expanding rapidly. Many undergraduates do not

have much time to check original publications.

However, since the book is intended as an

introduction I have tried to give references to

some of the more recent literature, and at the

same time to quote the origins of some of the

statements made.

Exeter, 27 April 1970 J.W.





Preface to the second edition

In revising the first edition, which was first

published about ten years ago, I have taken the

opportunity to give a more complete account

of the Myxomycota, and to give a more general

introduction to the Eumycota. An account

has also been given of some conidial fungi,

as exemplified by aquatic Fungi Imperfecti,

nematophagous fungi and seed-borne fungi.

The taxonomic framework has been based on

Volumes IVA and IVB of Ainsworth, Sparrow

and Sussman’s The Fungi: An Advanced Treatise

(Academic Press, 1973).

Exeter, January 1979 J.W.





Preface to the third edition

Major advances, especially in DNA-based technol-

ogy, have catalysed a sheer explosion of mycolo-

gical knowledge since the second edition of

Introduction to Fungi was published some

25 years ago. As judged by numbers of publica-

tions, the field of molecular phylogeny, i.e. the

computer-aided comparison of homologous DNA

or protein sequences, must be at the epicentre of

these developments. As a result, information is

now available to facilitate the establishment of

taxonomic relationships between organisms or

groups of organisms on a firmer basis than that

previously assumed from morphological resem-

blance. This has in turn led to revised systems of

classification and provided evidence on which to

base opinions on the possible evolutionary origin

of fungal groups. We have attempted to reflect

some of these advances in this edition. In general

we have followed the outline system of classifica-

tion set out in The Mycota Volume VII (Springer-

Verlag) and the Dictionary of the Fungi (ninth

edition, CABI Publishing). However, the main

emphasis of our book remains that of presenting

the fungi in a sensible biological context which

can be understood by students, and therefore

some fungi have been treated along with

taxonomically separate groups if these share

fundamental biological principles. Examples

include Microbotryum, which is treated together

with smut fungi rather than the rusts to which

it belongs taxonomically, or Haptoglossa, which

we discuss alongside Plasmodiophora rather than

with the Oomycota.

Molecular phylogeny has been instrumental

in clarifying the relationships of anamorphic

fungi (fungi imperfecti), presenting an opportu-

nity to integrate their treatment with sexually

reproducing relatives. There are only a few

groups such as nematophagous fungi and the

aquatic and aero-aquatic hyphomycetes which

we continue to treat as ecological entities rather

than scattered among ascomycetes and basidio-

mycetes. Similarly, the gasteromycetes, clearly

an unnatural assemblage, are described together

because of their unifying biological features.

However, in all these cases taxonomic affinities

are indicated where known. We have also

included several groups now placed well outside

the Fungi, such as the Oomycota (Straminipila)

and Myxomycota and Plasmodiophoromycota

(Protozoa). This is because of their biological

and economic importance and because they have

been and continue to be studied by mycologists.

There have been major advances in other

areas of research, notably the molecular cell

biology of the two yeasts Saccharomyces and

Schizosaccharomyces, ‘model organisms’ which

have a bearing far beyond mycology. Further,

much exciting progress is being made in eluci-

dating the molecular aspects of the infection

biology of human and plant pathogens, and in

developing fungi for biotechnology. These trends

are represented in the current edition.

Nevertheless, the fundamental concept of

Introduction to Fungi remains that of the previous

two editions: to place an organism in its

taxonomic context while discussing as many

relevant aspects of its biology as possible in a

holistic manner. Many of the illustrations are

based on original line drawings because we

believe that these can readily portray an under-

standing of structure and that drawing as a

record of interpretation is a good discipline.

However, we have also extended the use of

photographs, and we now provide illustrated

life cycles because these are more easily under-

stood. As before, our choice of illustrated species

has been influenced by the ready availability of

material, enabling students and their teachers

to examine living fungi, which is a cornerstone

of good teaching. At their first introduction most

technical terms have been printed in bold, their

meanings explained and their derivations given.

The page numbers where these definitions are

given have been highlighted in the index.

The discipline of mycology has evolved and

diversified so enormously in recent decades that

it is now a daunting task for individual authors

to give a balanced, integrated account of the

fungi. Of course, there will be omissions or



misrepresentations in a work of this scale, and

we offer our apologies to those who feel that

their work or that of others has not been

adequately covered. At the same time, it has

been a fascinating experience for us to write this

book, and we have thoroughly enjoyed the

immense diversity of approaches and ideas

which make mycology such a vibrant discipline

at present. We hope to have conveyed some of its

fascination to the reader in the text and by

referring to as many original publications as

possible.

Exeter and Kaiserslautern, 1 March 2006

J.W. and R.W.S.W.
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Introduction

1.1 What are fungi?

About 80 000 to 120 000 species of fungi have been

described to date, although the total number of

species is estimated at around 1.5million

(Hawksworth, 2001; Kirk et al., 2001). This would

render fungi one of the least-explored biodiversity

resources of our planet. It is notoriously difficult

to delimit fungi as a group against other eukary-

otes, and debates over the inclusion or exclusion

of certain groups have been going on for well over

a century. In recent years, the main arguments

have been between taxonomists striving towards

a phylogenetic definition based especially on the

similarity of relevant DNA sequences, and others

who take a biological approach to the subject and

regard fungi as organisms sharing all ormany key

ecological or physiological characteristics � the

‘union of fungi’ (Barr, 1992). Being interested

mainly in the way fungi function in nature and in

the laboratory, we take the latter approach and

include several groups in this book which are now

known to have arisen independently of the mono-

phyletic ‘true fungi’ (Eumycota) and have been

placed outside them in recent classification

schemes (see Fig. 1.25). The most important

of these ‘pseudofungi’ are the Oomycota

(see Chapter 5). Based on their lifestyle, fungi

may be circumscribed by the following set of

characteristics (modified from Ainsworth, 1973):

1. Nutrition. Heterotrophic (lacking photosyn-

thesis), feeding by absorption rather than

ingestion.

2. Vegetative state. On or in the substratum,

typically as a non-motile mycelium of

hyphae showing internal protoplasmic

streaming. Motile reproductive states may

occur.

3. Cell wall. Typically present, usually based on

glucans and chitin, rarely on glucans and

cellulose (Oomycota).

4. Nuclear status. Eukaryotic, uni- or multi-

nucleate, the thallus being homo- or hetero-

karyotic, haploid, dikaryotic or diploid, the

latter usually of short duration (but excep-

tions are known from several taxonomic

groups).

5. Life cycle. Simple or, more usually, complex.

6. Reproduction. The following reproductive

events may occur: sexual (i.e. nuclear

fusion and meiosis) and/or parasexual

(i.e. involving nuclear fusion followed by

gradual de-diploidization) and/or asexual

(i.e. purely mitotic nuclear division).

7. Propagules. These are typically microscopi-

cally small spores produced in high num-

bers. Motile spores are confined to certain

groups.

8. Sporocarps. Microscopic or macroscopic and

showing characteristic shapes but only

limited tissue differentiation.

9. Habitat. Ubiquitous in terrestrial and fresh-

water habitats, less so in the marine

environment.

10. Ecology. Important ecological roles as sapro-

trophs, mutualistic symbionts, parasites, or

hyperparasites.

11. Distribution. Cosmopolitan.



With photosynthetic pigments being absent,

fungi have a heterotrophic mode of nutrition.

In contrast to animals which typically feed by

ingestion, fungi obtain their nutrients by extra-

cellular digestion due to the activity of secreted

enzymes, followed by absorption of the solubi-

lized breakdown products. The combination of

extracellular digestion and absorption can be

seen as the ultimate determinant of the fungal

lifestyle. In the course of evolution, fungi have

conquered an astonishingly wide range of habi-

tats, fulfilling important roles in diverse ecosys-

tems (Dix & Webster, 1995). The conquest of new,

often patchy resources is greatly facilitated by

the production of numerous small spores rather

than a few large propagules, whereas the

colonization of a food source, once reached, is

achieved most efficiently by growth as a system

of branching tubes, the hyphae (Figs. 1.1a,b),

which together make up the mycelium.

Hyphae are generally quite uniform in differ-

ent taxonomic groups of fungi. One of the few

features of distinction that they do offer is the

presence or absence of cross-walls or septa. The

Oomycota and Zygomycota generally have asep-

tate hyphae in which the nuclei lie in a common

mass of cytoplasm (Fig. 1.1a). Such a condition is

described as coenocytic (Gr. koinos ¼ shared, in

common; kytos ¼ a hollow vessel, here meaning

cell). In contrast, Asco- and Basidiomycota and

their associated asexual states generally have

septate hyphae (Fig. 1.1b) in which each segment

contains one, two or more nuclei. If the nuclei

are genetically identical, as in a mycelium

derived from a single uninucleate spore, the

mycelium is said to be homokaryotic, but where

Fig1.1 Various growth forms of fungi. (a) Aseptate hypha ofMucormucedo (Zygomycota).The hypha branches to form a mycelium.
(b) Septate branched hypha of Trichoderma viride (Ascomycota). Septa are indicated by arrows. (c) Yeast cells of Schizosaccharomyces
pombe (Ascomycota) dividing by binary fission. (d) Yeast cells of Dioszegia takashimae (Basidiomycota) dividing by budding.
(e) Pseudohypha of Candida parapsilosis (Ascomycota), which is regarded as an intermediate stage between yeast cells and true
hyphae. (f) Thallus of Rhizophlyctis rosea (Chytridiomycota) fromwhich a system of branching rhizoids extends into the substrate.
(g) Plasmodia of Plasmodiophorabrassicae (Plasmodiophoromycota) inside cabbage root cells. Scale bar¼ 20mm (a,b,f,g) or
10mm (c�e).
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a cell or mycelium contains nuclei of different

genotype, e.g. as a result of fusion (anastomosis)

of genetically different hyphae, it is said to be

heterokaryotic. A special condition is found in

the mycelium of many Basidiomycota in which

each cell contains two genetically distinct nuclei.

This condition is dikaryotic, to distinguish it

from mycelia which are monokaryotic. It should

be noted that septa, where present, are usually

perforated and allow for the exchange of

cytoplasm or organelles.

Not all fungi grow as hyphae. Some grow

as discrete yeast cells which divide by fission

(Fig. 1.1c) or, more frequently, budding (Fig. 1.1d).

Yeasts are common, especially in situations

where efficient penetration of the substratum

is not required, e.g. on plant surfaces or in the

digestive tracts of animals (Carlile, 1995). A few

species, including certain pathogens of humans

and animals, are dimorphic, i.e. capable of

switching between hyphal and yeast-like growth

forms (Gow, 1995). Intermediate stages between

yeast cells and true hyphae also occur and are

termed pseudohyphae (Fig. 1.1e). Some lower

fungi grow as a thallus, i.e. a walled structure in

which the protoplasm is concentrated in one or

more centres from which root-like branches

(rhizoids) ramify (Fig. 1.1f). Certain obligately

plant-pathogenic fungi and fungus-like organ-

isms grow as a naked plasmodium (Fig. 1.1g),

a uni- or multinucleate mass of protoplasm

not surrounded by a cell wall of its own, or as

a pseudoplasmodium of amoeboid cells which

retain their individual plasma membranes.

However, by far the most important device

which accounts for the typical biological features

of fungi is the hypha (Bartnicki-Garcia, 1996),

which therefore seems an appropriate starting

point for an exploration of these organisms.

1.2 Physiology of the
growing hypha

1.2.1 Polarity of the hypha
By placing microscopic markers such as small

glass beads beside a growing hypha, Reinhardt

(1892) was able to show that cell wall extension,

measured as an increase in the distance between

two adjacent markers, occurred only at the

extreme apex. Four years earlier, H.M. Ward

(1888), in an equally simple experiment, had

collected liquid droplets from the apex of hyphae

of Botrytis cinerea and found that these ‘ferment-

drops’ were capable of degrading plant cell walls.

Thus, the two fundamental properties of the vege-

tative fungal hypha� the polarity of both growth

and secretion of degradative enzymes � have

been known for over a century. Numerous studies

have subsequently confirmed that ‘the key to the

fungal hypha lies in the apex’ (Robertson, 1965),

although the detailed mechanisms determining

hyphal polarity are still obscure.

Ultrastructural studies have shown that many

organelles within the growing hyphal tip are

distributed in steep gradients, as would be

expected of a cell growing in a polarized

mode (Girbardt, 1969; Howard, 1981). This

is visible even with the light microscope by

careful observation of an unstained hypha using

phase-contrast optics (Reynaga-Peña et al., 1997),

and more so with the aid of simple staining

techniques (Figs. 1.2a�d). The cytoplasm of

the extreme apex is occupied almost exclu-

sively by secretory vesicles and microvesicles

(Figs. 1.2a, 1.3). In the higher fungi (Asco- and

Basidiomycota), the former are arranged as a

spherical shell around the latter, and the

entire formation is called the Spitzenkörper or

‘apical body’ (Fig. 1.4c; Bartnicki-Garcia, 1996).

The Spitzenkörper may be seen in growing

hyphae even with the light microscope. Hyphae

of the Oomycota and some lower Eumycota

(notably the Zygomycota) do not contain a

recognizable Spitzenkörper, and the vesicles are

instead distributed more loosely in the apical

dome (Fig. 1.4a,b). Hyphal growth can be simu-

lated by means of computer models based on the

assumption that the emission of secretory vesicles

is coordinated by a ‘vesicle supply centre’,

regarded as the mathematical equivalent of the

Spitzenkörper in higher fungi. By modifying

certain parameters, it is even possible

to generate the somewhat more pointed apex

often found in hyphae of Oomycota and

Zygomycota (Figs. 1.4a,b; Diéguez-Uribeondo

et al., 2004).
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Fig1.3 Transmission electronmicroscopy of a hyphal tip of
Fusariumacuminatum preservedby the freeze-substitution
method to reveal ultrastructural details.The vesicles of the
Spitzenko« rper as well as mitochondria (dark elongated
organelles), a Golgi-like element (G) andmicrotubules
(arrows) are visible.Microtubules are closely associatedwith
mitochondria.Reproduced fromHoward and Aist (1980), by
copyright permission of The Rockefeller University Press.

Fig1.2 The organization of vegetative hyphae as seen by lightmicroscopy. (a) Growing hypha ofGalactomycescandidus showing the
transition from dense apical to vacuolate basal cytoplasm.Tubular vacuolar continuities are also visible. (b�e) Histochemistry in
Botrytis cinerea. (b) Tetrazolium staining for mitochondrial succinate dehydrogenase.Themitochondria appear as dark filamentous
structures in subapical andmaturing regions. (c) Staining of the same hypha for nuclei with the fluorescent DNA-binding dye DAPI.
The apical cell contains numerous nuclei. (d) Staining of acid phosphatase activity using the Gomori lead-saltmethodwith a fixed
hypha.Enzyme activity is localizedboth in the secretory vesicles forming the Spitzenko« rper, and in vacuoles. (e) Uptake of Neutral
Red into vacuoles in a mature hyphal segment. All images to same scale.
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A little behind the apical dome, a region of

intense biosynthetic activity and energy genera-

tion is indicated by parallel sheets of endoplas-

mic reticulum and an abundance of

mitochondria (Figs. 1.2b, 1.3). The first nuclei

usually appear just behind the biosynthetic zone

(Fig. 1.2c), followed ultimately by a system of

ever-enlarging vacuoles (Fig. 1.2d). These may fill

almost the entire volume of mature hyphal

regions, making them appear empty when

viewed with the light microscope.

1.2.2 Architecture of the fungal cell wall
Although the chemical composition of cell walls

can vary considerably between and within

different groups of fungi (Table 1.1), the basic

design seems to be universal. It consists of

a structural scaffold of fibres which are cross-

linked, and a matrix of gel-like or crystalline

material (Hunsley & Burnett, 1970; Ruiz-Herrera,

1992; Sentandreu et al., 1994). The degree of

cross-linking will determine the plasticity (exten-

sibility) of the wall, whereas the pore size

(permeability) is a property of the wall matrix.

The scaffold forms the inner layer of the wall and

the matrix is found predominantly in the outer

layer (de Nobel et al., 2001).

In the Ascomycota and Basidiomycota, the

fibres are chitin microfibrils, i.e. bundles of

linear b-(1,4)-linked N-acetylglucosamine chains

(Fig. 1.5), which are synthesized at the plasma

membrane and extruded into the growing

(‘nascent’) cell wall around the apical dome.

The cell wall becomes rigid only after the

microfibrils have been fixed in place by cross-

linking. These cross-links consist of highly

branched glucans (glucose polymers), especially

those in which the glucose moieties are linked by

b-(1,3)- and b-(1,6)-bonds (Suarit et al., 1988;

Wessels et al., 1990; Sietsma & Wessels, 1994).

Such b-glucans are typically insoluble in alkaline

solutions (1M KOH). In contrast, the alkali-

soluble glucan fraction contains mainly a-(1,3)-
and/or a-(1,4)-linked branched or unbranched

chains (Wessels et al., 1972; Bobbitt & Nordin,

1982) and does not perform a structural role

but instead contributes significantly to the

cell wall matrix (Sietsma & Wessels, 1994).

Proteins represent the third important chemical

Fig1.4 Schematic drawings of the arrangement of vesicles
in growing hyphal tips. Secretory vesicles are visible in all
hyphal tips, but the smallermicrovesicles (chitosomes) are
prominent only in Asco- and Basidiomycota and contribute
to the Spitzenko« rpermorphology of the vesicle cluster.
(a) Oomycota. (b) Zygomycota. (c) Ascomycota and
Basidiomycota.

Table1.1. The chemical composition of cell walls of selected groups of fungi (dry weight of total cell wall

fraction, in per cent). Data adapted from Ruiz-Herrera (1992) and Griffin (1994).

Group Example Chitin Cellulose Glucans Protein Lipid

Oomycota Phytophthora 0 25 65 4 2
Chytridiomycota Allomyces 58 0 16 10 ?
Zygomycota Mucor 9� 0 44 6 8
Ascomycota Saccharomyces 1 0 60 13 8

Fusarium 39 0 29 7 6
Basidiomycota Schizophyllum 5 0 81 2 ?

Coprinus 33 0 50 10 ?

�Mainlychitosan.
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constituent of fungal cell walls. In addition to

enzymes involved in cell wall synthesis or lysis,

or in extracellular digestion, there are also

structural proteins. Many cell wall proteins are

modified by glycosylation, i.e. the attachment of

oligosaccharide chains to the polypeptide. The

degree of glycosylation can be very high, espe-

cially in the yeast Saccharomyces cerevisiae, where

up to 90% of the molecular weight of an

extracellular protein may be contributed by its

glycosylation chains (van Rinsum et al., 1991).

Since mannose is the main component, such

proteins are often called mannoproteins or

mannans. In S. cerevisiae, the pore size of the

cell wall is determined not by matrix glucans but

by mannoproteins located close to the external

wall surface (Zlotnik et al., 1984). Proteins

exposed at the cell wall surface can also

determine surface properties such as adhesion

and recognition (Cormack et al., 1999). Structural

proteins often contain a glycosylphosphatidyl-

inositol anchor by which they are attached to the

lumen of the rough endoplasmic reticulum (ER)

and later to the external plasma membrane

surface, or a modified anchor which covalently

binds them to the b-(1,6)-glucan fraction of the

cell wall (Kollár et al., 1997; de Nobel et al., 2001).

In the Zygomycota, the chitin fibres are

modified after their synthesis by partial or

complete deacetylation to produce poly-b-(1,4)-
glucosamine, which is called chitosan (Fig. 1.5)

(Calvo-Mendez & Ruiz-Herrera, 1987). Chitosan

fibres are cross-linked by polysaccharides con-

taining glucuronic acid and various neutral

sugars (Datema et al., 1977). The cell wall

matrix comprises glucans and proteins, as it

does in members of the other fungal groups.

One traditional feature to distinguish the

Oomycota from the ‘true fungi’ (Eumycota) has

been the absence of chitin from their cell walls

(Wessels & Sietsma, 1981), even though chitin is

now known to be produced by certain species of

Oomycota under certain conditions (Gay et al.,

1993). By and large, however, in Oomycota, the

structural role of chitin is filled by cellulose, an

aggregate of linear b-(1,4)-glucan chains (Fig. 1.5).

As in many other fungi, the fibres thus produced

are cross-linked by an alkali-insoluble glucan

containing b-(1,3)- and b-(1,6)-linkages. In addi-

tion to proteins, the main matrix component

appears to be an alkali-soluble b-(1,3)-glucan
(Wessels & Sietsma, 1981).

1.2.3 Synthesis of the cell wall
The synthesis of chitin is mediated by special-

ized organelles termed chitosomes (Bartnicki-

Garcia et al., 1979; Sentandreu et al., 1994) in

which inactive chitin synthases are delivered to

the apical plasma membrane and become acti-

vated upon contact with the lipid bilayer

(Montgomery & Gooday, 1985). Microvesicles,

visible especially in the core region of the

Spitzenkörper, are likely to be the ultrastruc-

tural manifestation of chitosomes (Fig. 1.6). In

contrast, structural proteins and enzymes travel

together in the larger secretory vesicles and

are discharged into the environment when

the vesicles fuse with the plasma membrane

Fig1.5 Structural formulae of the principal fibrous
components of fungal cell walls.
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(Fig. 1.6). Whereas most proteins are fully

functional by the time they traverse the plasma

membrane (see p. 10), the glucans are secreted by

secretory vesicles as partly formed precursors

(Wessels, 1993a) and undergo further polymer-

ization in the nascent cell wall, or they are

synthesized entirely at the plasma membrane

(Sentandreu et al., 1994; de Nobel et al., 2001).

Cross-linking of glucans with other components

of the cell wall takes place after extrusion into

the cell wall (Kollár et al., 1997; de Nobel et al.,

2001).

Wessels et al. (1990) have provided exper-

imental evidence to support a model for

cell wall synthesis in Schizophyllum commune

(Basidiomycota). The individual linear b-(1,4)-N-
acetylglucosamine chains extruded from the

plasma membrane are capable of undergoing

self-assembly into chitin microfibrils, but this is

subject to a certain delay during which cross-

linking with glucans must occur. The glucans,

in turn, become alkali-insoluble only after they

have become covalently linked to chitin. Once

the structural scaffold is in place, the wall matrix

can be assembled. Wessels (1997) suggested that

hyphal growth occurs as the result of a continu-

ously replenished supply of soft wall material at

the apex, but there is good evidence that the

softness of the apical cell wall is also influenced

by the activity of wall-lytic enzymes such as

chitinases or glucanases (Fontaine et al., 1997;

Horsch et al., 1997). Further, when certain

Oomycota grow under conditions of hyperos-

motic stress, their cell wall is measurably softer

due to the secretion of an endo-b-(1,4)-glucanase,
thus permitting continued growth when the

turgor pressure is reduced or even absent

(Money, 1994; Money & Hill, 1997). Since, in

higher Eumycota, both cell wall material and

synthetic as well as lytic enzymes are secreted

together by the vesicles of the Spitzenkörper,

the appearance, position and movement of

this structure should influence the direction

and speed of apical growth directly. This has

indeed been shown to be the case (López-Franco

et al., 1995; Bartnicki-Garcia, 1996; Riquelme

et al., 1998).

Of course, cell wall-lytic enzymes are also

necessary for the formation of hyphal branches,

which usually arise by a localized weakening of

the mature, fully polymerized cell wall. An

endo-b-(1,4)-glucanase has also been shown to be

involved in softening the mature regions of

hyphae in the growing stipes of Coprinus fruit

bodies, thus permitting intercalary hyphal

extension (Kamada, 1994). Indeed, the expansion

Fig1.6 The Spitzenko« rper of Botrytis cinereawhich is
differentiated into an electron-dense core consisting of
microvesicles (chitosomes) and anouter regionmadeup of
larger secretory vesicles, some of which are located close
to the plasma membrane.Reprinted fromWeber and Pitt
(2001), with permission from Elsevier.
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of mushroom-type fruit bodies in general seems

to be based mainly on non-apical extension

of existing hyphae (see p. 22), which is a

rare exception to the rule of apical growth in

fungi.

The properties of the cell wall depend in

many ways on the environment in which the

hypha grows. Thus, when Schizophyllum commune

is grown in liquid submerged culture, a signifi-

cant part of the b-glucan fraction may diffuse

into the liquid medium before it is captured by

the cell wall, giving rise to mucilage (Sietsma

et al., 1977). In addition to causing problems

when growing fungi in liquid culture for experi-

mental purposes, mucilage may cause economic

losses when released by Botrytis cinerea in grapes

to be used for wine production (Dubourdieu

et al., 1978a). On the other hand, secreted

polysaccharides, especially of Basidiomycota,

may have interesting medicinal properties and

are being promoted as anti-tumour medication

both in conventional and in alternative medicine

(Wasser, 2002).

Another difference between submerged and

aerial hyphae is caused by the hydrophobins,

which are structural cell wall proteins with

specialized functions in physiology, morphogen-

esis and pathology (Wessels, 2000). Some hydro-

phobins are constitutively secreted by the hyphal

apex. In submerged culture, they diffuse into the

medium as monomers, whereas they polymerize

by hydrophobic interactions on the surface

of hyphae exposed to air, thereby effectively

impregnating them and rendering them

hydrophobic (Wessels, 1997, 2000). When freeze-

fractured hydrophobic surfaces of hyphae or

spores are viewed with the transmission electron

microscope, polymerized hydrophobins may be

visible as patches of rodlets running in parallel

to each other. Other hydrophobins are produced

only at particular developmental stages and are

involved in inducing morphogenetic changes of

the hypha, leading, for example, to the forma-

tion of spores or infection structures, or aggrega-

tion of hyphae into fruit bodies (Stringer et al.,

1991; Wessels, 1997).

Some fungi are wall-less during the assimila-

tive stage of their life cycle. This is true especially

of certain plant pathogens such as the

Plasmodiophoromycota (Chapter 3), insect patho-

gens (Entomophthorales; p. 202) and some

members of the Chytridiomycota (Chapter 6).

Since their protoplasts are in direct contact

with the host cytoplasm, they are buffered

against osmotic fluctuations. The motile spores

(zoospores) of certain groups of fungi swim freely

in water, and bursting due to osmotic inward

movement of water is prevented by the constant

activity of water-expulsion vacuoles.

1.2.4 The cytoskeleton
In contrast to the hyphae of certain Oomycota,

which seem to grow even in the absence of

measurable turgor pressure (Money & Hill, 1997),

the hyphae of most fungi extend only when a

threshold turgor pressure is exceeded. This can

be generated even at a reduced external water

potential by the accumulation of compatible

solutes such as glycerol, mannitol or trehalose

inside the hypha (Jennings, 1995). The correla-

tion between turgor pressure and hyphal growth

might be interpreted such that the former drives

the latter, but this crude mechanism would lead

to uncontrolled tip extension or even tip burst-

ing. Further, when hyphal tips are made to burst

by experimental manipulation, they often do

so not at the extreme apex, but a little further

behind (Sietsma & Wessels, 1994). It seems,

therefore, that the soft wall at the apex is pro-

tected internally, and there is now good evidence

that this is mediated by the cytoskeleton.

Both main elements of the cytoskeleton,

i.e. microtobules (Figs. 1.7a,b) and actin filaments

(Fig. 1.7c), are abundant in filamentous fungi and

yeasts (Heath, 1994, 1995a). Intermediate fila-

ments, which fulfil skeletal roles in animal cells,

are probably of lesser significance in fungi.

Microtubules are typically orientated longitudi-

nally relative to the hypha (Fig. 1.7a) and are

involved in long-distance transport of organelles

such as secretory vesicles (Fig. 1.7b; Seiler et al.,

1997) or nuclei (Steinberg, 1998), and in the

positioning of mitochondria, nuclei or vacuoles

(Howard & Aist, 1977; Steinberg et al., 1998). They

therefore maintain the polarized distribution of

many organelles in the hyphal tip.
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Actin filaments are found in the centre of the

Spitzenkörper, as discrete subapical patches, and

as a cap lining the inside of the extreme hyphal

apex (Heath, 1995a; Czymmek et al., 1996;

Srinivasan et al., 1996). The apical actin cap is

particularly pronounced in Oomycota such as

Saprolegnia (Fig. 1.7c), and it now seems that the

soft wall at the hyphal apex is actually being

assembled on an internal scaffold consisting of

actin and other structural proteins, such as

spectrin (Heath, 1995b; Degousée et al., 2000).

The rate of hyphal extension might be

controlled, and bursting prevented, by the

actin/spectrin cap being anchored to the rigid,

subapical wall via rivet-like integrin attachments

which traverse the membrane and might bind to

wall matrix proteins (Fig. 1.8; Kaminskyj &

Heath, 1996; Heath, 2001). Indeed, in Saprolegnia

the cytoskeleton is probably responsible for

pushing the hyphal tip forward, at least in the

absence of turgor (Money, 1997), although it

probably has a restraining function under

normal physiological conditions. Heath (1995b)

has proposed an ingenious if speculative model

to explain how the actin cap might regulate the

rate of hyphal tip extension in the Oomycota.

Stretch-activated channels selective for Ca2þ ions

are known to be concentrated in the apical

plasma membrane of Saprolegnia (Garrill et al.,

1993), and the fact that Ca2þ ions cause contrac-

tions of actin filaments is also well known.

A stretched plasma membrane will admit Ca2þ

ions into the apical cytoplasm where they cause

localized contractions of the actin cap, thereby

reducing the rate of apical growth which leads to

closure of the stretch-activated Ca2þ channels.

Sequestration of Ca2þ by various subapical

organelles such as the ER or vacuoles lowers

the concentration of free cytoplasmic Ca2þ,
leading to a relaxation of the actin cap and of

its restrictive effect on hyphal growth.

In the Eumycota, there is only indirect

evidence for a similar role of actin, integrin

and other structural proteins in protecting the

apex and restraining its extension (Degousée

et al., 2000; Heath, 2001), and the details of

Fig1.7 The cytoskeleton in fungi. (a) Microtubules in Rhizoctonia solani (Basidiomycota) stainedwith an a-tubulin antibody.
(b) Secretory vesicles (arrowheads) associatedwith a microtubule in Botrytis cinerea (Ascomycota). (c) The actin system of
Saprolegnia ferax (Oomycota) stainedwith phalloidin�rhodamine.Note the dense actin cap in growing hyphal tips. (a) reproduced
from Bourett et al. (1998), with permission from Elsevier; original printkindly providedby R. J.Howard. (b) reproduced fromWeber
and Pitt (2001), with permission from Elsevier. (c) reproduced from I.B.Heath (1987), by copyright permission ofWissenschaftliche
VerlagsgesellschaftmbH, Stuttgart; original print kindly provided by I.B.Heath.
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regulation are likely to be different. Whereas a

tip-high Ca2þ gradient is present and is required

for growth, stretch-activated Ca2þ channels

are not, and the apical Ca2þ seems to be

of endogenous origin. Silverman-Gavrila and

Lew (2001, 2002) have proposed that the sig-

nal molecule inositol-(1,4,5)-trisphosphate (IP3),

released by the action of a stretch-activated

phospholipase C in the apical plasma membrane,

acts on Ca2þ-rich secretory vesicles in the

Spitzenkörper region. These would release Ca2þ

from their lumen, leading to a contraction of the

apical scaffold. As in the Oomycota, sequestra-

tion of Ca2þ occurs subapically by the ER from

which secretory vesicles are formed. These there-

fore act as Ca2þ shuttles in the Eumycota

(Torralba et al., 2001). Although hyphal tip

growth appears to be a straightforward affair,

none of the conflicting models accounts for

all aspects of it. A good essay in hyphal tip

diplomacy has been written by Bartnicki-Garcia

(2002).

Numerous inhibitor studies have hinted at

a role of the cytoskeleton in the transport of

vesicles to the apex. Depolymerization of

microtubules results in a disappearance of the

Spitzenkörper, termination or at least severe

reduction of apical growth and enzyme secre-

tion, and an even redistribution of secretory

vesicles and other organelles throughout the

hypha (Howard & Aist, 1977; Rupeš et al., 1995;

Horio & Oakley, 2005). In contrast, actin depoly-

merization leads to uncontrolled tip extension

to form giant spheres (Srinivasan et al., 1996).

Long-distance transport of secretory vesicles

therefore seems to be brought about by micro-

tubules, whereas the fine-tuning of vesicle fusion

with the plasma membrane is controlled by actin

(Fig. 1.8; Torralba et al., 1998). The integrity of the

Spitzenkörper is maintained by an interplay

between actin and tubulin. Not surprisingly,

the yeast S. cerevisiae, which has a very short

vesicle transport distance between the mother

cell and the extending bud, reacts more sensi-

tively to disruptions of the actin component

than the microtubule component of its cyto-

skeleton; continued growth in the absence of

the latter can be explained by Brownian motion

of secretory vesicles (Govindan et al., 1995;

Steinberg, 1998).

1.2.5 Secretion andmembrane traffic
One of the most important ecological roles of

fungi, that of decomposing dead plant matter,

requires the secretion of large quantities of

hydrolytic and oxidative enzymes into the

environment. In liquid culture under opti-

mized experimental conditions, certain fungi

Fig1.8 Diagrammatic representation of the internal scaffold
model of tip growth in fungi proposed by Heath (1995b).
Secretory vesicles and chitosomes are transported along
microtubules from their subapical sites of synthesis to the
growing apex.The Spitzenko« rper forms around a cluster of
actin filaments. An actin scaffold inside the extreme apex is
linked to rivet-like integrinmolecules which are anchored in
the rigid subapical cell wall.The apex is further stabilized by
spectrinmolecules lining the cytoplasmic surface of the
plasma membrane.Redrawn andmodified fromWeber and
Pitt (2001).
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are capable of secreting more than 20 g of a

single enzyme or enzyme group per litre culture

broth within a few days’ growth (Sprey, 1988;

Peberdy, 1994). Clearly, this aspect of fungal

physiology holds considerable potential for

biotechnological or pharmaceutical applications.

However, for reasons not yet entirely under-

stood, fungi often fail to secrete the heterologous

proteins of introduced genes of commercial

interest to the same high level as their own

proteins (Gwynne, 1992). There are still

great deficits in our understanding of the

fundamental mechanisms of the secretory

route in filamentous fungi, although much is

known in the yeast S. cerevisiae. An overview is

given in Fig. 1.10.

As in other eukaryotes, the secretory route in

fungi begins in the ER. Ribosomes loaded with

a suitable messenger RNA dock onto the

ER membrane and translate the polypeptide

product which enters the ER lumen during

its synthesis unless specific internal signal

sequences cause it to be retained in the ER

membrane. As soon as the protein is in contact

with the ER lumen, oligosaccharide chains may

be added onto selected amino acids. These

glycosylation chains are subject to successive

modification steps as the protein traverses the

secretory route, whereby the chains in S. cerevisiae

become considerably larger than those in most

filamentous fungi (Maras et al., 1997; Gemmill &

Trimble, 1999). Paradoxically, even though fila-

mentous fungi possess such powerful secretory

systems, morphologically recognizable Golgi

stacks have not generally been observed except

for the Oomycota, Plasmodiophoromycota and

related groups (Grove et al., 1968; Beakes &

Glockling, 1998). In all other fungi, the Golgi

apparatus seems to be much reduced to single

cisternae (Howard, 1981; see Fig. 1.3), with

images of fully fledged Golgi stacks only

published occasionally (see e.g. Fig. 10.1). In

S. cerevisiae and probably also in filamentous

fungi, the transport of proteins from the ER

to the Golgi system occurs via vesicular

carriers (Schekman, 1992), although continuous

membrane flow is also possible (see p. 272).

Membrane lipids seem to be recycled to the ER

by a different mechanism relying on tubular

continuities (Rupeš et al., 1995; Akashi et al.,

1997).

In the Golgi system, proteins are subjected to

stepwise further modifications (Graham & Emr,

1991), and proteins destined for the vacuolar

system are separated from those bound for

secretion (Seeger & Payne, 1992). Both destina-

tions are probably reached by vesicular carriers,

the secretory vesicles moving along microtubules

to reach the growing hyphal apex (Fig. 1.7b),

which is the site for secretion of extracellular

enzymes as well as new cell wall material

(Peberdy, 1994). Collinge and Trinci (1974)

estimated that 38 000 secretory vesicles per

minute fuse with the plasma membrane of

a single growing hypha of Neurospora crassa.

Microvesicles (chitosomes) probably arise from a

discrete population of Golgi cisternae (Howard,

1981).

There is mounting evidence that fungi, like

most eukaryotes, are capable of performing

endocytosis by the inward budding of the

plasma membrane at subapical locations.

Endocytosis may be necessary to retrieve

membrane material in excess of that which is

required for extension at the growing apex, i.e.

endocytosis and exocytosis may be coupled

(Steinberg & Fuchs, 2004). The prime destination

of endocytosed membrane material or vital

stains is the vacuole (Vida & Emr, 1995; Fischer-

Parton et al., 2000; Weber, 2002). In fungi, large

vacuoles (Figs. 1.2e, 1.9) represent the main

element of the lytic system and are the sink

not only for endocytosed material but also

for autophagocytosis, i.e. the sequestration

and degradation of organelles or cytoplasm.

Autophagocytosis is especially prominent under

starvation conditions (Takeshige et al., 1992).

Careful ultrastructural studies have revealed

that adjacent vacuoles may be linked by thin

membranous tubes, thereby providing a poten-

tial means of transport (Rees et al., 1994). These

tubes can extend even through the septal

pores and show peristaltic movement, possibly

explaining why especially mycorrhizal fungi are

capable of rapid translocation of solutes over

long hyphal distances (Fig. 1.9; Cole et al., 1998;

Ashford et al., 2001).
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1.2.6 Nutrient uptake
One of the hallmarks of fungi is their ability to

take up organic or inorganic solutes from

extremely dilute solutions in the environment,

accumulating them 1000-fold or more against

their concentration gradient (Griffin, 1994). The

main barrier to the movement of water-soluble

substances into the cell is the lipid bilayer of

the plasma membrane. Uptake is mediated by

proteinaceous pores in the plasma membrane

which are always selective for particular solutes.

The pores are termed channels (system I) if they

facilitate the diffusion of a solute following its

concentration gradient whilst they are called

porters (system II) if they use metabolic energy

to accumulate the solute across the plasma

membrane against its gradient (Harold, 1994).

Fungi often possess one channel and one porter

for a given solute. The high-affinity porter system

is repressed at high external solute concentra-

tions such as those found in most laboratory

media (Scarborough, 1970; Sanders, 1988).

In nature, however, the concentration of

nutrients is often so low that the porter systems

are active. Porters do not directly convert

metabolic energy (ATP) into the uptake of

solutes; rather, ATP is hydrolysed by ATPases

which pump protons (Hþ) to the outside of

the plasma membrane, thus establishing a

transmembrane pH gradient (acid outside). It

has been estimated that one-third of the total

cellular ATP is used for the establishment of

the transmembrane Hþ gradient (Gradmann

et al., 1978). The inward movement of Hþ follow-

ing its electrochemical gradient is harnessed

by the porters for solute uptake by means of

solute�porter�Hþ complexes (Slayman &

Slayman, 1974; Slayman, 1987; Garrill, 1995).

Different types of porter exist, depending on

the charge of the desired solute. Uniport and

symport carriers couple the inward movement

of Hþ with the uptake of uncharged or negatively

charged solutes, respectively, whereas antiports

harness the outward diffusion of cations such as

Kþ for the uptake of other positively charged

solutes. Charge imbalances can be rectified by

the selective opening of Kþ channels. Porters

have been described for NHþ
4 , NO

�
3 , amino acids,

hexoses, orthophosphate and other solutes

(Garrill, 1995; Jennings, 1995).

The ATPases fuelling active uptake mecha-

nisms are located in subapical or mature regions

of the plasma membrane, whereas the porter

systems are typically situated in the apical

membrane (Harold, 1994), closest to the site

where the solutes may be released by the activity

of extracellular enzymes. Thus, mature hyphal

segments make a substantial direct contribution

Fig1.9 Tubular continuities linking adjacent vacuoles of Pisolithus tinctorius. (a) Lightmicrograph of the vacuolar system of Pisolithus
tinctorius stainedwith a fluorescent dye. (b) TEM image of a freeze-substitutedhypha.Reproduced from Ashford et al. (2001), with
kind permission of Springer Science and Business Media.Original images kindly providedby A.E. Ashford.
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to the growth of the hypha at its tip. The spatial

separation of Hþ expulsion and re-entry gener-

ates an external electric field carried by protons

(Fig. 1.11), which was at one time thought to be

a causal factor of hyphal tip polarity but is now

regarded as a consequence of it (Harold, 1994).

Proton pumps fuelled by ATP are prominent

also in the vacuolar membrane, the tonoplast

(Fig. 1.11), and their activity acidifies the vacuo-

lar lumen (Klionsky et al., 1990). The principle of

proton-coupled solute transport is utilized by

the vacuole to fulfil its role as a system for the

storage of nutrients, for example phosphate

(Cramer & Davis, 1984) or amino acids such as

arginine (Keenan & Weiss, 1997), or for the

removal of toxic compounds from the cytoplasm,

e.g. Ca2þ or heavy metal ions (Cornelius &

Nakashima, 1987).

1.2.7 Hyphal branching
Assimilative hyphae of most fungi grow mono-

podially by a main axis (leading hypha) capable

of potentially unlimited apical growth. Branches

arise at some distance behind the apex, suggest-

ing some form of apical dominance, i.e. the

presence of a growing apex inhibits the develop-

ment of lateral branches close to it. Dichotomous

branching is rare, but does occur in Allomyces

(see Fig. 6.20d) and Galactomyces geotrichum.

In septate fungi, branches are often located

immediately behind a septum. Branches usually

arise singly in vegetative hyphae, although

whorls of branches (i.e. branches arising near a

common point) occur in reproductive structures.

Branching may thus be under genetic or external

control (Burnett, 1976). An even spacing between

vegetative hyphae results from a combination of

chemotropic growth towards a source of diffu-

sible nutrients, and growth away from staling

products secreted by other hyphae which have

colonized a substratum. The circular appear-

ance of fungal colonies in Petri dish cultures

arises because certain lateral branches grow out

and fill the space between the leading radial

branches, keeping pace with their rate of growth.

This invasive growth is the most efficient way to

spread throughout a substratum. In nature,

it may be obvious even to the naked eye,

for example, in the shape of fairy rings (see

Figs. 19.18a,b).

Fig1.10 Schematic summary of the pathways ofmembrane
flow in a growing hypha. Secretory proteins (�), vacuolar
luminal proteins (�), membrane-bound proteins ( ),
endocytosed (g) and autophagocytosed (m) material is
indicated, as are vacuolar degradation products (�).Redrawn
andmodified fromWeber (2002).
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1.3 Hyphal aggregates

Whereas plants and animals form genuine

tissues by their ability to perform cell divisions

in all directions, fungi are limited by their

growth as one-dimensional hyphae. None the

less, fungi are capable of producing complex

and characteristic multicellular structures which

resemble the tissues of other eukaryotes. This

must be controlled by the positioning, growth

rate and growth direction of individual hyphal

branches (Moore, 1994). Further, instead of

spacing themselves apart as during invasive

growth, hyphae must be made to aggregate.

Very little is known about the signalling events

Fig1.11 Ion fluxes in a growing hypha.The
proton (Hþ) gradient across the plasma
membrane is generatedby subapical
ATP-driven expulsion of protons. It is used
for the activeuptake of nutrientsbyporters.
Channels also exist formost of the nutrients
but are not shown here, except for the Kþ

channel which operates to compensate for
charge imbalances.Dotted arrows
indicatemovement of a solute against its
concentration gradient; solid arrows
indicatemovement from concentrated to
dilute.For details, see Garrill (1995).
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leading to the synchronized growth of groups

of hyphae. However, it may be speculated that

the diffusion of signalling molecules takes place

between adjacent hyphae, i.e. that a given hypha

is able to influence the gene expression of adja-

cent hyphae by secreting chemical messengers.

This may be facilitated by an extrahyphal glucan

matrix within which aggregating hyphae are

typically embedded (Moore, 1994). Such matrices

have been found in rhizomorphs (Rayner et al.,

1985), sclerotia (Fig. 1.16c; Willetts & Bullock,

1992) and fruit bodies (Williams et al., 1985).

The composition of proteins on the surface of

hyphal walls may also play an important role in

recognition and adhesion phenomena (de Nobel

et al., 2001).

1.3.1 Mycelial strands
The formation of aggregates of parallel, rela-

tively undifferentiated hyphae is quite common

in the Basidiomycota and in some Ascomycota.

For instance, mycelial strands form the familiar

‘spawn’ of the cultivated mushroom Agaricus

bisporus. Strands arise most readily from a

well-developed mycelium extending from an

exhausted food base into nutrient-poor sur-

roundings (Fig. 1.12a). When a strand encounters

a source of nutrients exceeding its internal

supply, coherence is lost and a spreading

assimilative mycelium regrows (Moore, 1994).

Alternatively, mycelial strands may be employed

by fungi which produce their fructifications

some distance away from the food base, as in

the stinkhorn, Phallus impudicus. Here the myce-

lial strand is more tightly aggregated and is

referred to as a mycelial cord. The tip of the

mycelial cord, which arises from a buried tree

stump, differentiates into an egg-like basidiocarp

initially upon reaching the soil surface

(Fig. 1.12b).

The development of A. bisporus strands has

been described by Mathew (1961). Robust leading

hyphae extend from the food base and branch at

fairly wide intervals to form finer laterals, most

of which grow away from the parent hypha.

A few branch hyphae, however, form at an acute

angle to the parent hypha and tend to grow

parallel to it. Hyphae of many fungi occasionally

Fig1.12 Mycelial strands. (a) Strands of Podosordaria tulasnei (Ascomycota) extending from a previously colonized rabbit pellet
(arrow) over sand.Note the dissolution of the strand upon reaching a new nutrient source, in this case fresh sterile rabbit pellets.
(b) Excavatedmycelial cords of the stinkhorn Phallus impudicus, which can be tracedback from the egg-like basidiocarp primordium
to the base of an old tree stump (below the bottom of the picture, not shown).
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grow alongside each other or another physical

obstacle which they chance to encounter. A later

and specific stage in strand development is

characterized by the formation of numerous

fine, aseptate ‘tendril hyphae’ as branches from

the older regions of the main hyphae. The tendril

hyphae, which may extend forwards or back-

wards, become appressed to the main hypha and

branch frequently to form even finer tendrils

which grow round the main hyphae and

ensheath them. Major strands are consolidated

by anastomoses between their hyphae, and they

increase in thickness by the assimilation of

minor strands. A similar development has been

noted in the strands of Serpula lacrymans, the dry-

rot fungus (Fig. 1.13), which are capable of

extending for several metres across brickwork

and other surfaces from a food base in decaying

wood (Jennings & Watkinson, 1982; Nuss et al.,

1991).

By recovering the nutrients from obsolete

strands and forming new strands, colonies can

move about and explore their vicinity in the

search for new food bases (Cooke & Rayner, 1984;

Boddy, 1993). Mycelial strands are capable of

translocating nutrients and water in both direc-

tions (Boddy, 1993; Jennings, 1995). This property

is important not only for decomposer fungi, but

also for species forming mycorrhizal symbioses

with the roots of plants, many of which produce

hyphal strands (Read, 1991).

1.3.2 Rhizomorphs
In contrast to mycelial strands or cords which

consist of relatively undifferentiated aggrega-

tions of hyphae and are produced by a great

variety of fungi, rhizomorphs are found in

only relatively few species and contain highly

differentiated tissues. Well-known examples of

rhizomorph-forming fungi are provided by

Armillaria spp. (Figs. 1.14 and 18.13b), which are

serious parasites of trees and shrubs. In

Armillaria, a central core of larger, thin-walled,

elongated cells embedded in mucilage is

surrounded by a rind of small, thicker-walled

cells which are darkly pigmented due to melanin

deposition in their walls. These root-like aggrega-

tions are a means for Armillaria to spread

underground from one tree root system to

another. In nature, two kinds are found � a

dark, cylindrical type and a paler, flatter type.

The latter is particularly common beneath the

bark of infected trees (see p. 546). Rhizomorphs

on dead trees measure up to 4mm in diameter. It

has been estimated that a rhizomorph only

1mm in diameter must contain over 1000

hyphae aggregated together. The development

of rhizomorphs in agar culture has been

described by Garrett (1953, 1970) and Snider

(1959). Initiation of rhizomorphs can first be

Fig1.13 The tip of a hyphal strand of Serpula lacrymans
(Basidiomycota).Note the formation of lateral branches
which grow parallel to the direction of themain hyphae.The
buckle-shaped structures at the septa are clamp connections.

16 INTRODUCTION



observed after about 7 days’ mycelial growth on

the agar surface as a compact mass of darkly

pigmented hypertrophied cells. These pigmented

structures have been termed microsclerotia.

From white, non-pigmented points on their

surface, the rhizomorphs develop. The growth

of rhizomorphs can be several times faster than

that of unorganized hyphae (Rishbeth, 1968).

The most striking feature of the development of

rhizomorphs is their compact growing point at

the apex, which consists of small isodiametric

cells protected by an apical cap of intertwined

hyphae immersed in mucilage which they

produce. Because of its striking similarity with

a growing plant root, the rhizomorph tip was

initially interpreted as a meristematic zone

(Motta, 1967), but its hyphal nature can be

demonstrated by careful ultrastructural observa-

tions (Powell & Rayner, 1983; Rayner et al., 1985).

Behind the apex there is a zone of elongation.

The centre of the rhizomorph may be hollow or

solid. Surrounding the central lumen or making

up the central medulla is a zone of enlarged

hyphae 4�5 times wider than the vegetative

hyphae (Fig. 1.14e). Possibly these vessel hyphae

serve in translocation (Cairney, 1992; Jennings,

1995). Towards the periphery of the rhizomorph,

the cells become smaller, darker, and thicker

walled. Extending outwards between the outer

cells of the rhizomorph, there may be a growth

of vegetative hyphae somewhat resembling the

root-hair zone in a higher plant. Rhizomorphs

may develop on monokaryotic mycelia derived

from single basidiospores, or on dikaryotic

Fig1.14 Rhizomorph structure of Armillaria
mellea (Basidiomycota). (a) Longitudinal
section. (b) Transverse section, diagrammatic.
(c) L.S. diagrammatic. (d) T.S. showing details of
cells in the rind (r), cortex (c) andmedulla (m).
(e) L.S. showing details of cells.
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mycelia following fusion of compatible mono-

karyotic hyphae. Dikaryotic rhizomorphs of

Armillaria do not possess clamp connections

(Hintikka, 1973).

Rhizomorphs are also produced by other

Basidiomycota and a few Ascomycota (Fig. 1.15;

Webster & Weber, 2000). They are mainly formed

in soil. An interesting exception is presented by

tropical Marasmius spp., which form a network

of aerial rhizomorphs capable of intercepting

falling leaves before they reach the ground

(Hedger et al., 1993). Because these rhizomorphs

have a rudimentary fruit body cap at their

extending apex (Hedger et al., 1993), they have

been interpreted as indefinitely extending fruit

body stipes (Moore, 1994). Mycelial strands and

rhizomorphs represent extremes in a range of

hyphal aggregations, and several intergrading

forms can be recognized (Rayner et al., 1985).

1.3.3 Sclerotia
Sclerotia are pseudoparenchymatous aggrega-

tions of hyphae embedded in an extracellular

glucan matrix. A hard melanized rind may be

present or absent. Sclerotia serve a survival

function and contain intrahyphal storage

reserves such as polyphosphate, glycogen,

protein, and lipid (Willetts & Bullock, 1992).

The glucan matrix, too, may be utilized as a

carbohydrate source during sclerotium germina-

tion (Backhouse & Willetts, 1985). Sclerotia may

also have a reproductive role and are the only

known means of reproduction in certain species.

They are produced by a relatively small number

of Asco- and Basidiomycota, especially plant-

pathogenic species such as Rhizoctonia spp.

(p. 595), Sclerotinia spp. (p. 429) and Claviceps

purpurea (p. 349). The form of sclerotia is very

variable (Butler, 1966). The subterranean sclero-

tium of the Australian Polyporus mylittae (see Figs.

18.13c,d) can reach the size of a football and is

known as native bread or blackfellow’s bread. At

the other extreme, they may be of microscopic

dimensions consisting of a few cells only. Several

kinds of development in sclerotia have been

distinguished (Townsend & Willetts, 1954;

Willetts, 1972).

The loose type

This is exemplified by Rhizoctonia spp., which

are sclerotial forms of fungi belonging to the

Basidiomycota. Sclerotia of the loose type are

readily seen as the thin brownish-black

scurfy scales so common on the surface of

Fig1.15 Rhizomorphs of Podosordariatulasnei (Ascomycota). (a) Subterraneanrhizomorphsby which the fungus spreads through the
soil. (b) T.S. showing the dark rind (1�2 cells thick) and a cortex consisting of thick-walled hyaline cells.
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potato tubers. In pure culture, sclerotial initials

arise by branching and septation of hyphae

(Fig. 1.16a). These cells become filled with dense

contents and numerous vacuoles, and darken to

reddish-brown. The mature sclerotium does not

show well-defined zones or ‘tissues’. It is made

up of a central part which is pseudoparenchy-

matous, although its hyphal nature can be seen.

Towards the outside, the hyphae are more

loosely arranged; a rind of thick-walled hyphae

is absent (Willetts, 1969).

The terminal type

This form is characterized by a well-defined

pattern of branching. It is produced, for example,

by Botrytis cinerea, the cause of grey mould

diseases on a wide range of plants, and by the

saprotrophic Pyronema domesticum (see p. 415).

Sclerotia of B. cinerea are found on overwin-

tering stems of herbaceous plants, especially

umbellifers such as Angelica, Anthriscus, Conium

and Heracleum. They can also be induced to form

in culture, especially on agar media with a high

Fig1.16 Development of sclerotia. (a) The loose type, as seen in Rhizoctonia (Moniliopsis) solani. (b) Hypha of Botrytiscinerea showing
dichotomous branching on a glass coverslip to initiate the terminal type of sclerotium. (c) Later stage of sclerotium formation
in B. cinerea.The hyphae have becomemelanized and are growing away from the glass surface.They are embedded in a glucan
matrix (arrows). (d) Mature sclerotia of B. cinerea on a stem of Conium. Some sclerotia are germinating to produce tufts of
conidiophores. (e) Sclerotia of Claviceps purpurea from an ear of rye (Secale cereale).Rye grains are shown for size comparison.
(a) and (b) to same scale.
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carbon/nitrogen ratio. When growing on host

tissue, the sclerotia of Botrytis may include host

cells, a feature shared also by sclerotia of

Sclerotinia spp. to which Botrytis is related (see

p. 429). Sclerotia arise by repeated dichotomous

branching of hyphae, accompanied by cross-wall

formation (Fig. 1.16b). The hyphae then aggre-

gate, melanize and produce mucilage, giving the

appearance of a solid tissue (Fig. 1.16c). A mature

sclerotium may be about 10mm long and

3�5mm wide, and is usually flattened, measur-

ing 1�3mm in thickness. It is often orientated

parallel to the long axis of the host plant

(Fig. 1.16d). It is differentiated into a rind

composed of several layers of rounded, dark

cells, a narrow cortex of thin-walled pseudopar-

enchymatous cells with dense contents, and a

medulla made up of loosely arranged filaments.

Nutrient reserves are stored in the cortical and

medullary regions (Willetts & Bullock, 1992).

The strand type

Sclerotinia gladioli, the causal agent of dry rot of

corms of Gladiolus, Crocus and other plants,

forms sclerotia of this type. Sclerotial initials

commence with the formation of numerous

side branches which arise from one or more

main hyphae. Where several hyphae are

involved, they lie parallel. They are thicker than

normal vegetative hyphae, and become divided

by septa into chains of short cells. These cells

may give rise to short branches, some of which

lie parallel to the parent hypha, whilst others

grow out at right angles and branch again before

coalescing. The hyphae at the margin continue

to branch, and the whole structure darkens.

The mature sclerotium is about 0.1�0.3mm in

diameter, and is differentiated into a rind of

small, thick-walled cells and a medulla of large,

thin-walled hyphae. More complex sclerotia are

found in Sclerotium rolfsii, the sclerotial state of

Pellicularia rolfsii (Basidiomycota). Here the

mature sclerotium is differentiated into four

zones: a fairly thick skin or cuticle, a rind made

up of 2�4 layers of tangentially flattened cells, a

cortex of thin-walled cells with densely staining

contents, and a medulla of loose filamentous

hyphae with dense contents. Chet et al. (1969)

have shown that the skin or cuticle is made up of

the remnants of cell walls attached to the

outside of the empty, melanized, thick-walled

rind cells. All the cells of the strand-type

sclerotium have thicker walls than those of

vegetative hyphae. Cells of the outer cortex

contain large storage bodies which consist of

protein (Kohn & Grenville, 1989) and leave little

room for cytoplasm or other organelles. The

inner cortex is also densely packed with storage

granules.

Other types

There is a great diversity of other types of

sclerotia (Butler, 1966). The sclerotia of Claviceps

purpurea, the ‘ergots’ of grasses and cereals

(Fig. 1.16e; see also p. 349), develop from a pre-

existing mass of mycelium which fills and

replaces the cereal ovary, starting from the base

and extending towards the apex. The outer layers

form a violet, dark grey or black rind enclosing

colourless, thick-walled cells. These contain

abundant storage lipids which constitute 45%

of the dry weight of a C. purpurea sclerotium

(Kybal, 1964). Cordyceps militaris, an insect para-

site, forms a dense mass of mycelium in the

buried insect’s body (p. 360). This mass of

mycelium, from which fructifications develop,

is enclosed by the exoskeleton of the host, not by

a fungal rind. Many wood-rotting fungi enclose

colonized woody tissue with a black zone-line of

dark, thick-walled cells, and the whole structure

may be regarded as a kind of sclerotium.

The giant sclerotium of Polyporus mylittae is

marbled in structure, comprising white strata

and translucent tissue. It has an outer, smooth,

thin black rind. Three distinct types of hyphae

make up the tissues: thin-walled, thick-walled

and ‘layered’ hyphae. Thin- and thick-walled

hyphae are abundant in the white strata but

sparse in the translucent tissue, whereas the

layered hyphae occur only in the translucent

tissue. Detached sclerotia are capable of forming

basidiocarps without wetting. It is believed that

the translucent tissue functions as an extracel-

lular nutrient and water store (Macfarlane et al.,

1978). The structure of the sclerotium appears to

be related to its ability to fruit in dry conditions,

such as occur in Western Australia.
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Germination of sclerotia

Sclerotia can survive for long periods, sometimes

for several years (Coley-Smith & Cooke, 1971;

Willetts, 1971). Germination may take place in

three ways � by the development of mycelium,

asexual spores (conidia) or sexual fruit bodies

(ascocarps or basidiocarps). Mycelial germi-

nation occurs in Sclerotium cepivorum, the cause

of white-rot of onion, and is stimulated by

volatile exudates from onion roots (see p. 434).

Conidial development occurs in Botrytis cinerea

and can be demonstrated by placing overwin-

tered sclerotia in moist warm conditions

(Fig. 1.16d; Weber & Webster, 2003). The devel-

opment of ascocarps (i.e. carpogenic germina-

tion) is seen in Sclerotinia, where stalked cups

or apothecia, bearing asci, arise from sclerotia

under suitable conditions (Fig. 15.2), and in

Claviceps purpurea, where the overwintered scler-

otia give rise to a perithecial stroma (Fig. 12.26c).

Depending on environmental conditions, the

sclerotia of some species may respond by

germinating in different ways.

1.3.4 Themantle of ectomycorrhiza
The root tips of many coniferous and decid-

uous trees with ectomycorrhizal associations,

especially those growing in relatively infertile

soils, are covered by a mantle. This is a

continuous sheet of fungal hyphae, several

layers thick (see Fig. 19.10). The mycelium

extends outwards into the litter layer of the

soil, and inwards as single hyphae growing

intercellularly, i.e. between the outer cortical

cells of the root, to form the so-called Hartig

net. Hyphae growing outwards from the

mantle effectively replace the root hairs as a

system for the absorption of minerals from the

soil, and there is good evidence that, in most

normal forest soils of low to moderate fertility,

the performance and nutrient status

of mycorrhizal trees is superior to that of

uninfected trees (Smith & Read, 1997).

Most fungi causing ectomycorrhizal infections

are Basidiomycota, especially members of the

Homobasidiomycetes (pp. 526 and 581). Within

the soil or in pure culture, mycelial

strands may form, but the mycelium is not

aggregated into the tissue-like structure of the

mantle.

1.3.5 Fruit bodies of Ascomycota and
imperfect fungi

In the higher fungi, hyphae may aggregate in a

highly regulated fashion to form fruiting struc-

tures which are an important and often species-

specific feature of identification. In the

Ascomycota, the fruit bodies produce sexual

spores (i.e. as the result of nuclear fusion and

meiosis) which are termed ascospores and are

contained in globose or cylindrical cells called

asci (Lat. ascus ¼ a sac, tube). In most cases,

the asci can discharge their ascospores explo-

sively. Asci, although occasionally naked, are

usually enclosed in an aggregation of hyphae

termed an ascocarp or ascoma. Ascocarps are

very variable in form, and several types have

been distinguished (see Fig. 8.16). Their features

and development will be described more fully

later. Forms in which the asci are totally

enclosed, and in which the ascocarp has no

special opening, are termed cleistothecia. In

contrast, gymnothecia consist of a loose mesh

of hyphae. Both are found in the Plectomycetes

(Chapter 11). A modified cleistothecium is char-

acteristic of the Erysiphales (Chapter 13). Cup

fungi (Discomycetes, Chapters 14 and 15) possess

saucer-shaped ascocarps termed apothecia, with

a mass of non-fertile hyphae supporting a layer

of asci lining the upper side of the fruit body. The

non-fertile elements of the apothecium often

show considerable differentiation of structure.

The asci in apothecia are free to discharge their

ascospores at the same time. In other

Ascomycota, the asci are contained within

ascocarps with a very narrow opening or ostiole,

through which each ascus must discharge its

spores separately. Ascocarps of this type are

termed perithecia or pseudothecia. Perithecia

are found in the Pyrenomycetes (Chapter 12)

whilst pseudothecia occur in the

Loculoascomycetes (Chapter 17). These two

types of ascocarp develop in different ways. In

many of the Pyrenomycetes, the perithecia are

borne on or embedded in a mass of fungal tissue

termed the perithecial stroma, and these are
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well shown by the Xylariales (p. 332), and by

Cordyceps (p. 360) and Claviceps (p. 349). In some

cases, in addition to the perithecial stroma, a

fungus may develop a stromatic tissue on or

within which asexual spores (conidia) develop.

Nectria cinnabarina (p. 341), the coral spot fungus

so common on freshly dead deciduous twigs, is

such an example. It initially forms pink conidial

stromata which later, under suitable conditions

of humidity, become converted into perithecial

stromata.

Among the imperfect (asexual) fungi, myce-

lial aggregations bearing conidia are seen in

various genera. In some, there are tufts

of parallel conidiophores termed coremia

or synnemata, exemplified by Penicillium

claviforme (see Fig. 11.19). In some imperfect

fungi formerly called Coelomycetes, the conidia

develop in flask-shaped cavities termed pyc-

nidia (see Figs. 17.3�17.5). Various other

kinds of mycelial fruiting aggregates are also

known.

1.3.6 Fruit bodies of Basidiomycota
The fruit bodies of mushrooms, toadstools,

bracket fungi, etc., are all examples of basidio-

carps or basidiomata which bear the sexually

produced spores (basidiospores) on basidia.

Basidiocarps are almost invariably constructed

from dikaryotic hyphae, but how vegetative

hyphae aggregate to form a mushroom fruit

body is still a mystery (Moore, 1994). Wessels

(1997) has suggested that hydrophobins coating

the surface of hyphae may confer adhesive

properties, leading to their aggregation to form

a fruit body initial as the first step in morpho-

genesis. Once an initial has been formed, its

glucan matrix may provide an environment for

the exchange of signalling molecules between

hyphae. Moore (1994) speculated that morpho-

genesis might ultimately be determined by

induction hyphae exerting a control over

surrounding hyphae, leading to the development

of morphogenetic units. This morphogenetic

commitment must happen at a very early stage.

For instance, in the ink-cap (Coprinus cinereus) an

initial measuring only 1% of the final fruit body

size is already differentiated into stipe and cap

(Moore et al., 1979). Therefore, when a mushroom

fruit body expands, this is due mainly to the

enlargement of existing hyphae, whereas new

apical growth is restricted mainly to branches

filling up the space generated during expansion

(Moore, 1994). Hyphae making up the mature

basidiocarp may show considerable differentia-

tion in structure and function. This is perhaps

most highly developed in polypore-type basidio-

carps, where a number of morphologically

distinct hyphal types have been recognized

(p. 517).

1.4 Spores of fungi

The reproduction by means of small spores is

a cornerstone in the ecology of fungi. Although

a single spore may have a negligible chance of

reaching a suitable substrate, spores may be

produced in such quantities that even discrete

substrates can be exploited by the species as a

whole. Only a few fungi make do without spores,

surviving solely by means of mycelium and

sclerotia. Spores may be organs of sexual or

asexual reproduction, and they are involved in

dispersal and survival. Gregory (1966) distin-

guished between xenospores (Gr. xenos ¼
a foreigner) for spores which are dispersed from

their place of origin and memnospores

(Gr. mémnon ¼ steadfast, to persist), which stay

where they were formed. Some spores are

violently discharged from the organs which

bear them, energy for dispersal being provided

by the spore itself or the structure producing

it (Ingold, 1971). However, many spores are

dispersed passively by the action of gravity, air

or water currents, rain splash, or by animals,

especially insects. Dispersal may also occur by

human traffic. Spores may be present in the

outdoor air at such high concentrations (e.g.

100 Cladosporium spores l�1) that they can cause

allergic respiratory diseases when inhaled (Lacey,

1996). In freshwater, the asexually produced

spores (conidia) of aquatic hyphomycetes, which

colonize autumn-shed tree leaves, may reach

concentrations of 10 000�20 000 spores l�1 (see

p. 685). Long-range dispersal of air-borne spores
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over thousands of kilometres is known to occur

in nature. For instance, the urediniospores of

the coffee rust fungus, Hemileia vastatrix, are

thought to have travelled from Africa to South

America by wind at high altitudes, and the

urediniospores of black stem rust of wheat

(Puccinia graminis) undergo an annual migration

from states bordering the Gulf of Mexico to

the prairies of North America and Canada

(Fig. 22.11). These spores are protected from

the deleterious effects of UV irradiation in

the upper atmosphere by pigments in the

spore wall.

Some spores are not dispersed but survive

in situ, e.g. the oospores of many soil-inhabiting

Oomycota (Chapter 5), the zygospores of

Zygomycota (Chapter 7) and the chlamydospores

of Glomales (see p. 217) and other fungi. Fungal

spores may remain dormant for many years,

especially under dry and cold conditions

(Sussman & Halvorson, 1966; Sussman, 1968).

An extreme example of spore survival is shown

by the recovery of viable spores of several fungi

from glacial ice cores, including those of

Cladosporium cladosporioides from ice samples

4500 years old (Ma et al., 2000).

The morphology and structure of fungal

spores show great variability, from unicellular

to multicellular, branched or unbranched or

sometimes spirally coiled, thin- or thick-walled

with hyaline or pigmented walls, dry or sticky,

smooth or ornamented by mucilaginous exten-

sions, spines, folds or reticulations. A number of

general descriptive terms have been applied to

characterize spores in relation to the number of

cells and septa which they contain. Single-celled

spores are termed amerospores (Gr. a ¼ not,

meros ¼ a part; i.e. not divided), two-celled spores

are didymospores (Gr. didymos ¼ double), spores

with more than one transverse septum are

phragmospores (Gr. phragmos ¼ a hedge, barri-

cade), and spores with transverse and long-

itudinal septa are dictyospores (Gr. dictyon ¼
a net). These terms may be qualified by prefixes

indicating spore pigmentation such as hyalo- for

colourless (hyaline) spores and phaeo- for spores

with dark-coloured (melanized) walls.

Special terms have also been used to refer to

spore shape. Scolecospores (Gr. skolex ¼ a worm)

are worm-shaped, helicospores (Gr. helix ¼
twisted or wound) are spores with a two- or

three-dimensional spiral shape, whilst stauro-

spores (Gr. stauros ¼ a cross) have arms radiating

from a central point or axis. Spore septation,

colour and shape, along with other criteria such

as the arrangement of structures which bear the

spores, have been used in classification and

identification, especially in conidial fungi

which do not show sexual reproduction. These

criteria rarely lead to natural systems of classi-

fication, but to ‘form genera’ or ‘anamorph

genera’ made up of species unified by having

similar spore forms.

Some of the more common spore types

are described below. There are numerous

other, less-common kinds of spore found in

fungi, and they are described later, in relation

to the particular fungal groups in which they

occur.

1.4.1 Zoospores
These are spores which are self-propelled by

means of flagella. Propulsion is often coupled

with chemotactic movement, zoospores having

the ability to sense chemicals diffusing from

suitable substrata and to move towards them, or

gametes detecting and following extremely low

concentrations of hormones. In some cases

oxygen or light are also stimuli for tactic move-

ment. The fungal groups which possess flagella

are mostly aquatic or, if terrestrial, rely on water

for dispersal or infection. Their zoospores are of

four kinds (see Fig. 1.17):

1. Posteriorly flagellate zoospores with

flagella of the whiplash type are characteristic

of the Chytridiomycota (Chapter 6). Each

whiplash flagellum has 11 microtubules

arranged in the 9 þ 2 pattern typical of

eukaryotes. The microtubules are enclosed in

a smooth, membranous axoneme sheath con-

tinuous with the plasma membrane. In most

members of the Chytridiomycota there is a

single posterior flagellum (Fig. 1.17a), but in

the rumen-inhabiting Neocallimastigales there

may be up to 16 flagella (Fig. 1.17b). Such spores

are driven forward by sinusoidal rhythmic

beating of the flagellum. This type of zoospore
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flagellation is termed opisthokont (Gr. opisthen ¼
behind, at the back; kontos ¼ a pole). Detailed

descriptions of the fine structure of chytridio-

mycete zoospores are given on p. 129.

2. Biflagellate zoospores with two whiplash

flagella of unequal length are called anisokont

(Fig. 1.17c) and are found in some Myxomycota

and the Plasmodiophoromycota, both now

classified among the Protozoa (see Chapters 2

and 3).

3. Anteriorly uniflagellate zoospores with

a flagellum of the tinsel type are characteristic

of the Hyphochytriomycota (Chapter 4). The

axoneme sheath of the tinsel or straminipilous

flagellum (Lat. stramen ¼ straw; pilus ¼ hair) is

adorned by two rows of fine hairs (Fig. 1.17d).

These are called tripartite tubular hairs or

mastigonemes (Gr. mastigion ¼ a small whip;

nema ¼ a thread). Rhythmic sinusoidal beating of

the tinsel type flagellum pulls the zoospore

along, in contrast to the pushing action of

whiplash flagellum. Details of the fine structure

of this type of zoospore are given in Fig. 4.5.

4. Biflagellate zoospores with anteriorly or

laterally attached flagella, one of which is of

the whiplash type and the other of the tinsel

type (Figs. 1.17e,f), are characteristic of the

Oomycota (Chapter 5). Zoospores with the two

different kinds of flagellum are heterokont.

Where the two types of flagellum are attached

anteriorly, as in the first-released zoospores of

Saprolegnia, their propulsive actions tend to

work against each other and the zoospore is

a very poor swimmer (Fig. 1.17e). However,

the secondary zoospore (termed the principal

zoospore) in Saprolegnia and in many other

Oomycota has laterally attached flagella, with

the tinsel-type (pulling action) flagellum point-

ing forwards and the whiplash-type (pushing

action) flagellum directed backwards and possi-

bly acting as a rudder, jointly providing much

more effective propulsion (Fig. 1.17f).

1.4.2 Sporangiospores
In the Zygomycota, and especially in the

Mucorales (see p. 180), the asexual spores are

contained in globose sporangia (Fig. 1.18) or

cylindrical merosporangia. Because they are

non-motile, the spores are sometimes termed

aplanospores (Gr. a ¼ not, planos ¼ roaming).

Fig1.17 Zoospore types found in fungi, diagrammatic and not to scale.The arrow indicates the direction ofmovement of the
zoospore. (a) Posteriorly uniflagellate (opisthokont) zoosporewith a flagellum of thewhiplash type found inmanyChytridiomycota.
(b) Posteriorlymultiflagellate zoosporewith numerous (up to16)whiplash flagellawhich occur in certain anaerobic rumen-inhabiting
Chytridiomycota (Neocallimastigales). (c) Zoosporewith unequal (anisokont) whiplash flagella characteristic of the Myxomycota
and the Plasmodiophoromycota. (d) Anteriorly uniflagellate zoosporewith a flagellum of the tinsel type, the axonemebeing clothed
with rows ofmastigonemes, typical of the Hyphochytriomycota. (e,f) Biflagellate zoospores with heterokont flagella, one of the
whiplash and the other of the tinsel type, which are found in different groups of the Oomycota.Formore details turn to the
different fungal groups.
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The spores may be uni- or multinucleate and are

unicellular. They generally have thin, smooth

walls and are almost always globose or ellipsoid

in shape. They are formed by cleavage of the

sporangial cytoplasm. They vary in colour from

hyaline (colourless) to yellow, due to carotenoid

pigments in the cytoplasm. When mature, they

may be surrounded by mucilage, in which case

they are usually dispersed by rain splash or

insects, or they may be dry and dispersed by wind

currents. In some genera, e.g. Pilobolus, entire

sporangia become detached. The number of

sporangiospores per sporangium may vary from

several thousand to only one. The detachment

and dispersal of intact sporangia containing a

few sporangiospores or a single one is indicative

of the way in which conidia may have evolved

from one-spored sporangia.

1.4.3 Ascospores
Ascospores are the characteristic spores of the

largest group of fungi, the Ascomycota or

ascomycetes. They are meiospores and are

formed in the developing ascus as a result of

nuclear fusion immediately followed by meiosis.

The four haploid daughter nuclei then divide

mitotically to give eight haploid nuclei around

which the ascospores are cut out. Details of

ascospore development are described in Fig. 8.11.

In most ascomycetes, the eight ascospores are

contained within a cylindrical ascus, from which

they are squirted out together with the ascus

sap when the tip of the turgid ascus breaks down

and the elastic ascus walls contract. The distance

of discharge may be 1 cm or more. In some cases,

for example, the Plectomycetes (Chapter 11)

and in ascomycetes with subterranean fruit

bodies, such as the false truffles (Elaphomyces

spp.; Fig. 11.21) and truffles (Tuber spp. and their

allies; p. 423), ascospore release is non-violent

and their asci are not cylindrical but globose.

Ascospores vary greatly in size, shape and colour.

In size, the range is from about 4�5� 1 mm in

small-spored forms such as the minute cup

fungus Dasyscyphus, to 130� 45 mm in the lichen

Pertusaria pertusa. The shape of ascospores varies

from globose to oval, elliptical, lemon-shaped,

sausage-shaped, cylindrical, or needle-shaped.

Ascospores are often asymmetric in form with

a wider, blunter, anterior part and a narrower,

more tapering posterior. This shape increases

their acceleration as they are squeezed out

through the opening of the ascus. Ascospores

may be uninucleate or multinucleate, unicellu-

lar or multicellular, divided up by transverse or

by transverse and longitudinal septa. In some

Fig1.18 Sporangia inMortierella (Umbelopsis)
vinacea. (a) Maturing sporangium inwhich
the cytoplasm is being cleaved into
numerous sporangiospores. (b) Release of
sporangiospores by breakdown of the
sporangial wall.Unusually, inM. vinacea the
sporangiospores are angular in shape.
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genera, e.g. Hypocrea (Fig. 12.15) or Cordyceps

(Fig. 12.33), the multicellular ascospores may

break up into part-spores within the ascus prior

to discharge. The ascospore wall may be thin or

thick, hyaline or coloured, smooth or rough,

sometimes cast into reticulate folds or ornamen-

ted by ridges, and it may have a mucilaginous

outer layer which is sometimes extended to form

simple or branched appendages, especially in

marine ascomycetes where they aid buoyancy

and attachment. In many cases, ascospores are

resting structures which survive adverse condi-

tions. They may have extensive food reserves in

the form of lipids and sugars such as trehalose.

Because the formation of ascospores involves

meiosis, they are important not only as a means

of dispersal and survival but also in genetic

recombination.

It is obvious that there is no such thing as

a typical ascospore. Neurospora tetrasperma will

serve as an example of an ascospore whose

structure has been extensively studied (Lowry &

Sussman, 1958, 1968). This fungus is somewhat

unusual in that it has four-spored asci and the

ascospores are binucleate. The spores are black,

thick-walled and shaped rather like a rugby

football, but with flattened ends. The name

Neurospora refers to the ribbed spores, because

the dark outer wall is made up of longitudinal

raised ribs, separated by interrupted grooves. The

structure of a spore in section is shown in

Fig. 1.19. Within the cytoplasm of the spore

are the two nuclei, fragments of endoplasmic

reticulum (not illustrated), swollen mitochon-

dria and vacuoles, bounded by single unit mem-

branes. The wall surrounding the protoplast is

composed of several layers. The innermost layer

is the endospore, outside of which is the

epispore. The ribbed layer is termed the peri-

spore. Between the ribs are lighter intercostal

veins containing a material which is chemically

distinct from the ribs. This material is contin-

uous over the whole surface of the spore, giving

it a relatively smooth surface. The spore germi-

nates by the extrusion of germ tubes from a pre-

existing germ pore, a thin area in the epispore at

either end of the spore. In many ascomycetes a

trigger is required for germination, e.g. heat

shock in Neurospora or a chemical stimulus, for

example in ascomycetes which grow and fruit on

the dung of herbivorous mammals and whose

spores are subjected to digestive treatment.

1.4.4 Basidiospores

Basidiospores are the sexual spores which

characterize a large group of fungi, the

Basidiomycota or basidiomycetes. In comparison

with the morphological diversity of ascospores,

basidiospores are more uniform. They also show

a smaller size range, from about 3 to 20 mm,

which is possibly related to their unique method

of discharge. They are normally found in

groups of four attached by tapering sterigmata

to the cell which bears them, the basidium. At

the time of their discharge all basidiospores

Fig1.19 Neurospora tetrasperma.T.S.
ascospore. Simplified diagrambased on
an electronmicrograph by Lowry in
Sussman and Halvorson (1966).
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are unicellular, but they may become septate

after release in some members of the

Heterobasidiomycetes (Chapter 21). In shape,

basidiospores are asymmetric and vary from

sub-globose, sausage-shaped, fusoid, to almond-

shaped (i.e. flattened), and the wall may be

smooth or ornamented with spines, ridges or

folds. The colour of basidiospores is important

for identification. They may be colourless,

white, cream, yellowish, brown, pink, purple

or black. The spore colour may be due to pig-

ments in the spore cytoplasm or in the spore

wall. The appearance of pigments in the wall

occurs relatively late in spore development.

This explains the change of colour of the gill

of a domestic mushroom (Agaricus) from pink,

due to cytoplasmic spore pigments, to dark

purplish-brown when mature, due to wall

pigments.

The generalized structure of a basidiospore is

illustrated in Fig. 1.20. Most basidiospores have

a flatter adaxial face and a more curved abaxial

face. The point of attachment of the spore to the

sterigma is the hilum, which persists as a scar

at the base of a discharged spore. Close to the

hilum is a small projection, the hilar appendix.

This is involved in the unique mechanism of

basidiospore discharge, in which a drop of liquid

perched on the hilar appendix coalesces with

a second blob of liquid on the spore surface,

Fig1.20 Generalized view of a median vertical section
through a basidiospore as seen by transmission electron
microscopy.For clarity, structures such as endoplasmic
reticulum and ribosomes are not illustrated.Diagram
based on Agrocybe acericola, after Ruch and Nurtjahja
(1996).
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creating a momentum which leads to accelera-

tion of the spore (Money, 1998; see p. 493). The

spore is projected for a short distance (usually

less than 2mm) from the basidium. Violently

projected spores are termed ballistospores (Lat.

ballista ¼ a military engine for throwing large

stones), but whilst most basidiospores are ballis-

tospores, some are not. For example, in the

Gasteromycetes (Chapter 20), which include puff-

balls, stinkhorns and their allies, violent spore

projection has been lost in the course of

evolution from ancestors which possessed it.

Likewise, the basidiospores of smut fungi

(Ustilaginales, Chapter 23) are not violently

discharged. The term statismospore (Lat. statio

¼ standing still) is sometimes used for a spore

which is not forcibly discharged.

The cytoplasm of basidiospores usually

contains a single haploid nucleus resulting

from meiotic division in the basidium; some-

times a post-meiotic division gives rise to two

genetically identical nuclei. The structure of the

wall is complex. In Agrocybe acericola there are

two layers, a thicker, dark-pigmented, electron-

dense outer layer or epispore, and a thinner,

electron-transparent inner layer, the endospore

(Ruch & Nurtjahja, 1996; see Fig. 1.20). The

cultivated mushroom, Agaricus bisporus, has a

three-layered wall making up some 35% of the

dry weight of the spore (Rast & Hollenstein,

1977), whereas the wall of the Coprinus cinereus

basidiospore comprises six distinct layers

(McLaughlin, 1977). A histochemical feature of

the walls of some basidiospores is that they

are amyloid, i.e. they include starch-like

material which stains bluish-purple with iodine-

containing stains such as Melzer’s reagent. This

reaction is used as a taxonomic character.

The amyloid reaction is due to the presence of

unbranched, short-chain amylose molecules. It

has been suggested that this ‘fungal starch’ may

aid dormancy by creating a permeability barrier

to oxygen in dry spores. When the amyloid

material is dissolved as water becomes available,

dormancy is lost and spore germination can

proceed (Dodd & McCracken, 1972). In some

basidiospores, e.g. those of Coprinus cinereus and

Agrocybe acericola, the basidiospore has a distinct

germ pore at the end opposite to the hilum

(see Fig. 1.20). In other basidiomycetes, e.g.

Oudemansiella mucida, Schizophyllum commune and

Flammulina velutipes, the basidiospores have no

specialized pore.

The reserve contents of the spore may vary.

In some species, lipid is the major storage

product, and there is an apparent lack of

insoluble polysaccharides such as glycogen

(Ruch & Motta, 1987). In other spores, glycogen

predominates. Where lipid is present, germina-

tion may be fuelled by its breakdown and

utilization, but where it is absent spores are

dependent on external nutrient supplies before

germination and further development is poss-

ible. In addition to the usual organelle comple-

ment, microbodies are also prominent in

basidiospores. These are single membrane-

bound organelles often associated with mito-

chondria and lipid globules; they may function

as glyoxisomes containing enzymes involved

in the oxidation of lipids (Ruch & Nurtjahja,

1996).

1.4.5 Zygospores
Zygospores are sexually produced resting struc-

tures formed as a result of plasmogamy between

gametangia which are usually equal in size

(Fig. 1.21a). Nuclear fusion may occur early, or

may be delayed until shortly before meiosis and

zygospore germination. Zygospores are typical

of Zygomycota (Chapter 7). They are often large,

thick-walled, warty structures with abundant

lipid reserves and are unsuitable for long-

distance dispersal, usually remaining in the

position in which they were formed and awaiting

suitable conditions for further development.

The gametangia which fuse to form the zygos-

pore may be uninucleate or multinucleate,

and correspondingly the zygospore may have

one, two or many nuclei within it. Zygospore

germination may be by a germ tube or by the

formation of a germ sporangium.

1.4.6 Oospores
An oospore is a sexually produced spore which

develops from unequal gametangial copulation

or markedly unequal (oogamous) gametic fusion

(Fig. 1.21b). It is the characteristic sexually
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produced spore of the Oomycota (Chapter 5),

although oospores are also found in the

Monoblepharidales (Chytridiomycota; Fig. 6.25).

In the Oomycota, oospore development begins

with the formation of one or more oospheres

within the larger gametangium, the oogonium.

After fertilization, i.e. the receipt of an anther-

idial nucleus by the oosphere, this lays down a

thick wall and becomes the oospore. The number

of oospores per oogonium may vary, and this is

an important taxonomic criterion. Meiotic

nuclear divisions precede oosphere and anther-

idial maturation in the Oomycota and nuclear

fusion follows fertilization, so that the oospore is

diploid. The oospore develops a thick outer wall

and lays down food reserves, usually in the form

of lipids. In the Peronosporales the outer wall of

the oospore is surrounded by periplasm, the

residual cytoplasm left in the oogonium after

the oospheres have been cleaved out. Oospores

are sedentary (memnospores) and are impor-

tant in survival rather than dispersal. They

often require a period of maturation before

germination can occur and may remain dormant

for long periods.

1.4.7 Chlamydospores
In most groups of fungi, terminal or intercalary

segments of the mycelium may become packed

with lipid reserves and develop thick walls

within the original hyphal wall (Fig. 1.22).

The new walls may be colourless or pigmented,

and are often hydrophobic. Structures of

this type have been termed chlamydospores

(Gr. chlamydos ¼ a thick cloak). They are formed

asexually. Generally there is no mechanism for

detachment and dispersal of chlamydospores,

but they may become separated from each other

by the collapse of the hyphae producing them.

They are therefore typical memnospores, form-

ing important organs of asexual survival, espe-

cially in soil fungi. Chlamydospores may develop

within the sporangiophores of some species

of the Mucorales, e.g. in Mucor racemosus (see

Fig 7.14). The Glomales, which are fungal

partners in symbiotic mycorrhizal associations

with many vascular plants, reproduce primarily

by large, thick-walled chlamydospores. These

develop singly or in clusters (sporocarps) on

coarse hyphae attached to their host plants.

They are sedentary in soil but may be dispersed

Fig1.21 Sexual resting structures. (a) Zygospore of Rhizopus sexualis.The zygote has been producedby fusion of two gametangia
and has laid down a thick wall withwarty ornamentations. (b) Oospore of Phytophthora erythroseptica.The oogonium (o) has grown
through the antheridium (a), and the oosphere has pickedup a fertilization nucleus in the process. a kindly provided by H.-M.Ho;
reprinted fromHo and Chen (1998) with permission of Botanical Bulletin of Academia Sinica.
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by wind or by burrowing rodents which eat the

spores. Chlamydospores may also develop within

the multicellular macroconidia of Fusarium spp.

and may survive when other, thin-walled cells

making up the spore are degraded by soil micro-

organisms. Similar structures are found in old

hyphae of the aquatic fungus Saprolegnia (see

Fig. 5.6g), either singly or in chains. In this genus,

the chlamydospores may break free from the

mycelium and be dispersed in water currents.

Chlamydospores which are dispersed in this way

are termed gemmae (Lat. gemma ¼ a jewel).

The term chlamydospore is also sometimes

used to describe the thick-walled dikaryotic spore

characteristic of smut fungi (Ustilaginales;

Chapter 23) but the term teliospore is preferable

in this context. Hughes (1985) has discussed the

use of the term chlamydospore.

1.4.8 Conidia (conidiospores)
Conidiospores, commonly known as conidia, are

asexual reproductive structures. The word is

derived from the Greek konidion, a diminutive

of konis, meaning dust (Sutton, 1986). Conidia

are found in many different groups of

fungi, but especially within Ascomycota and

Basidiomycota. The term conidium has, unfortu-

nately, been used in a number of different ways,

so that it no longer has any precise meaning.

It has been defined by Kirk et al. (2001) as

‘a specialized non-motile (cf. zoospore) asexual

spore, usually caducous (i.e. detached), not

developed by cytoplasmic cleavage (cf.

sporangiospore) or free cell formation (cf. ascos-

pore); in certain Oomycota produced through the

incomplete development of zoosporangia which

fall off and germinate to produce a germination

tube’. In many fungi conidia represent a means

of rapid spread and colonization from an initial

focus of infection.

In general, conidia are dispersed passively, but

in a few cases discharge is violent. For instance, in

Nigrospora the conidia are discharged by a squirt

mechanism (Webster, 1952), and in Epicoccum

(Fig. 17.8) discharge is brought about by the

rounding-off of a two-ply septum separating the

conidium from its conidiogenous cell (Webster,

1966; Meredith, 1966). In the Helminthosporium

conidial state of Trichometasphaeria turcica, drying

and shrinkage of the conidiophore is associated

with the sudden development of a gas phase,

causing a jolt sufficient to project the conidium

(Meredith, 1965; Leach, 1976).

There is great variation in conidial ontogeny.

This topic will be dealt with more fully

later when considering the conidial states of

Ascomycota, and at this stage it is sufficient to

distinguish between the major types of conidial

development, which may be either thallic or

blastic. Cells which produce conidia are conidio-

genous cells. The term thallic is used to describe

development where there is no enlargement of

the conidium initial (Fig. 1.23a), i.e. the conidium

arises by conversion of a pre-existing segment of

the fungal thallus. An example of this kind is

Galactomyces candidus, in which the conidia are

Fig1.22 Chlamydospores formedby soil-borne fungi. (a) Intercalary hyphal chlamydospores inMucor plumbeus (Zygomycota).
(b) Terminal chlamydospore in Pythiumundulatum (Oomycota). Both images to same scale.
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formed by dissolution of septa along a hypha

(Fig. 10.10). In most conidia, development is

blastic, i.e. there is enlargement of the conidium

initial before it is delimited by a septum.

Two main kinds of blastic development have

been distinguished:

1. Holoblastic, in which both the inner and

outer wall layers of the conidiogenous cell con-

tribute to conidium formation (Fig. 1.23b). An

example of this kind of development is shown

by the conidia of Sclerotinia fructigena (Fig. 15.3).

2. Enteroblastic, in which only the inner wall

layers of the conidiogenous cell are involved in

conidium formation. Where the inner wall layer

balloons out through a narrow pore or channel

in the outer wall layer, development is described

as tretic (Fig. 1.23c). Examples of enteroblastic

tretic development are found in Helminthosporium

velutinum (Fig. 17.12) and Pleospora herbarum

(Fig. 17.9d). Another important method of enter-

oblastic development is termed phialidic

development. Here the conidiogenous cell is

a specialized cell termed the phialide. During

the expansion of the first-formed conidium, the

tip of the phialide is ruptured. Further conidia

develop by the extension of cytoplasm enclosed

by a new wall layer which is laid down in the

neck of the phialide and is distinct from the

phialide wall. The protoplast of the conidium is

pinched off by the formation of an inwardly

growing flange which closes to form a septum

(Fig. 1.23d). New conidia develop beneath the

earlier ones, so that a chain may develop with

the oldest conidium at its apex and the youngest

at its base. Details of phialidic development are

discussed more fully in relation to Aspergillus and

Penicillium (p. 299), which reproduce by means of

chains of dry phialoconidia dispersed by wind.

Sticky phialospores which accumulate in slimy

droplets at the tips of the phialides are common

in many genera; they are usually dispersed by

insects, rain splash or other agencies.

Fig1.23 Diagrams to illustrate different kinds of conidial development. (a) Thallic development.There is no enlargement of the
conidium initial. (b) Holoblastic development. All thewall layers of the conidiogenous cell balloon out to form a conidium initial
recognizably larger than the conidiogenous cell. (c) Enteroblastic tretic development: only the innerwall layers of the conidiogenous
cell are involved in conidium formation.The inner wall layers balloon out through a narrow channel in the outer wall. (d) Phialidic
development: the conidiogenous cell is a phialide.Thewall of the phialide is not continuous with thewall surrounding the conidium.
The conidial wall arises de novo from newly synthesizedmaterial in the neck of the phialide.Diagrams based on Ellis (1971a).
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As mentioned on p. 24, the term conidium is

sometimes used for structures which are prob-

ably homologous to sporangia. A series can be

erected in the Peronosporales in which there

are forms with deciduous sporangia which

release zoospores when in contact with water

(e.g. Phytophthora), and other forms which germi-

nate directly, i.e. by the formation of a germ tube

(e.g. Peronospora). A similar series can be erected

in the Mucorales where in some forms the

number of sporangiospores per sporangium is

reduced to several or even one (see Figs. 7.24,

7.26, 7.30). One-spored sporangia may be distin-

guished from conidia by being surrounded by

two walls, i.e. that of the sporangium and that

of the spore itself.

There are numerous other kinds of spore

found in fungi, and they are described later in

this book in relation to the particular groups in

which they occur.

1.4.9 Anamorphs and teleomorphs
Fungi may exist in a range of forms or morphs,

i.e. they may be pleomorphic. The morph which

includes the sexually produced spore form,

e.g. the ascocarp of an ascomycete or the

basidiocarp of a basidiomycete, is termed the

teleomorph (Gr. teleios, teleos ¼ perfect, entire;

morphe ¼ shape, form) (Hennebert & Weresub,

1977). Many fungi also have a morph bearing

asexually produced spores, e.g. conidiomata.

These asexual morphs are termed anamorphs

(Gr. ana ¼ throughout, again, similar to). In the

older literature, the term perfect state was used

for the teleomorph and imperfect state for

the anamorph. This is the origin of the name

of the artificial group Fungi Imperfecti or

Deuteromycetes, which included fungi believed

to reproduce only by asexual means. The term

mitosporic fungi is sometimes used alternatively

for such fungi. The complete range of morphs

belonging to any one fungus is termed the

holomorph (Gr. holos ¼ whole, entire) (see

Sugiyama, 1987; Reynolds & Taylor, 1993;

Seifert & Samuels, 2000). Some fungi have more

than one anamorph as in the microconidia and

macroconidia of some Neurospora, Fusarium and

Botrytis species. These distinctive states are

synanamorphs and may play different roles in

the biology of the fungus. The morph may have a

purely sexual role as a fertilizing agent, e.g. in

the case of spermatia of many ascomycetes and

rust fungi. Such states have been termed

andromorphs (Gr. andros ¼ a man, male)

(Parbery, 1996a).

The existence of different states in the life

cycle of a fungus has nomenclatural conse-

quences, because they had often been described

separately and given different names before the

genetic connection between them was estab-

lished. Further, even after the proof of an

anamorph�teleomorph relationship, usually

achieved by pure-culture studies, the

anamorphic name may still be in wide use,

especially where it is the more common state

encountered in nature or culture. For example,

most fungal geneticists refer to Aspergillus

nidulans (the name of the conidial state) instead

of Emericella nidulans (the name for the ascosporic

state; p. 308). Similarly, most plant pathologists

use Botrytis cinerea, the name for the conidial

state of the fungus causing the common grey

mould disease of many plants, in preference to

the rarely encountered Sclerotinia (Botryotinia)

fuckeliana, the name given to the apothecial

(ascus-bearing) state (see p. 434).

1.5 Taxonomyof fungi

Taxonomy is the science of classification, i.e. the

‘assigning of objects to defined categories’ (Kirk

et al., 2001). Classification has three main func-

tions: it provides a framework of recognizable

features by which an organism under examina-

tion can be identified; it is an attempt to group

together organisms that are related to each

other; and it assists in the retrieval of informa-

tion about the identified organism in the form of

a list or catalogue.

All taxonomic concepts are man-made and

therefore to a certain extent arbitrary. This is

especially true of classical approaches relying

on macroscopic or microscopic observations

because it is a matter of opinion whether the

difference in a particular character � say, a spore
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or the way in which it is formed � is significant

to distinguish two fungi and, if so, at which

taxonomic level. The great fungal taxonomist

R.W.G. Dennis (1960) described taxonomy as ‘the

art of classifying organisms: not a science but an

art, for its triumphs result not from experiment

but from disciplined imagination guided by

intuition’.

Recently, great efforts have been made at

introducing a seemingly more objective set of

criteria based directly on comparisons of selected

DNA sequences encoding genes with a conserved

biological function, instead of or in addition to

phenotypic characters. The results of such

comparisons are usually displayed as phyloge-

netic trees (see Fig. 1.26), which imply a common

ancestry to all organisms situated above a given

branch. Such a grouping is ideally ‘monophy-

letic’. However, as we shall see later, quite

different phylogenies may result if different

genes are chosen for comparison. Further, a

decision on the degree of sequence divergence

required for a taxonomic distinction is based

mainly on numerical parameters generated by

elaborate computerized statistical treatments,

occasionally at the expense of sound judgement.

An excessive emphasis on such purely descriptive

studies in the recent literature has led an

eminent mycologist to characterize phylogenetic

trees as ‘the most noxious of all weeds’. Despite

their limitations, these methods have led to a

revolution in the taxonomy of fungi. At present,

a new, more ‘natural’ classification is beginning

to take shape, in which DNA sequence data are

integrated with microscopic, ultrastructural and

biochemical characters. However, many groups

of fungi are still poorly defined, and many more

trees will grow and fall before a comprehensive

taxonomic framework can be expected to be in

place. One of the core problems in fungal

taxonomy is the seemingly seamless transition

between the features of two taxa, and the

question as to where to apply the cut-off point.

To quote Dennis (1960) again, ‘a taxonomic

species cannot exist independently of the

human race; for its constituent individuals can

neither taxonomise themselves into a species,

nor be taxonomised into a species by science in

the abstract; they can only be grouped into

species by individual taxonomisers’.

1.5.1 Traditional taxonomic methods
Early philosophers classified matter into three

Kingdoms: Animal, Vegetable, and Mineral.

Fungi were placed in the Vegetable Kingdom

because of certain similarities to plants such as

their lack of mobility, absorptive nutrition, and

reproduction by spores. Indeed, it was at one

time thought that fungi had evolved from algae

by loss of photosynthetic pigmentation. This was

indicated by the use of such taxonomic groups

as Phycomycetes, literally meaning ‘algal fungi’.

This grouping, approximately synonymous with

the loose term ‘lower fungi’, is no longer used

because it includes taxa not now thought to

be related to each other (chiefly Oomycota,

Chytridiomycota, Zygomycota). Early systems of

classification were based on morphological

(macroscopic) similarity, but the invention of

the light microscope revealed that structures

such as fruit bodies which looked alike could be

anatomically distinct and reproduce in funda-

mentally different ways, leading them to be

classified apart.

Until the 1980s, the taxonomy of fungi was

based mainly on light microscopic examination

of typical morphological features, giving rise to

classification schemes which are now known to

be unnatural. Several examples of unnatural

groups may be found by comparing the present

edition with the previous edition of this textbook

(Webster, 1980). Examples of traditional tax-

onomic features include the presence or absence

of septa in hyphae, fine details of the type,

formation and release mechanisms of spores (e.g.

Kendrick, 1971), or aspects of the biology and

ecology of fungi. Useful ultrastructural details,

provided by transmission electron microscopy,

concern the appearance of mitochondria, proper-

ties of the septal pore, details of the cell wall

during spore formation or germination, or the

arrangement of secretory vesicles in the apex of

growing hyphae (Fig. 1.4). Biochemical methods

have also made valuable contributions, espe-

cially in characterizing higher taxonomic levels.

Examples include the chemical composition of
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the cell wall (Table 1.1), alternative pathways

of lysine biosynthesis (see p. 67), the occurrence

of pigments (Gill & Steglich, 1987) and the types

and amounts of sugars or polyols (Pfyffer et al.,

1986; Rast & Pfyffer, 1989).

Microscopic features are still important today

for recognizing fungi and making an initial

identification which can then, if necessary, be

backed up by molecular methods. Indeed, the

comparison of DNA sequences obtained from

fungi is meaningful only if these fungi have

previously been characterized and named by

conventional methods. It is therefore just as

necessary today as it ever was to teach mycology

students the art of examining and identifying

fungi.

1.5.2 Molecularmethods of
fungal taxonomy

A detailed description of modern taxonomic

methods is beyond the scope of this book, and

the reader is referred to several in-depth reviews

of the topic (e.g. Kohn, 1992; Clutterbuck, 1995).

A particularly readable introduction to this

subject has been written by Berbee and Taylor

(1999). Only the most important molecular

methods are outlined here. They are based

either directly on the DNA sequences or on the

properties of their protein products, especially

enzymes.

Proteins extracted from the cultures of fungi

can be separated by their differential migration

in the electric field of an electrophoresis gel. The

speed of migration is based on the charge and

size of each molecule, resulting in a character-

istic banding pattern. Numerous bands will be

obtained if the electrophoresis gel is stained with

a general protein dye such as Coomassie Blue.

More selective information can be obtained by

isozyme analysis, in which the gel is incubated

in a solution containing a particular substrate

which is converted into a coloured insoluble

product by the appropriate enzyme, or in which

an insoluble substrate such as starch is digested.

In this way, the number and electrophoretic

migration patterns of isoenzymes can be

compared between different fungal isolates.

Protein analysis is useful mainly for

distinguishing different strains of the same

species or members of the same genus (Brasier,

1991a).

Gel electrophoresis can also be used for the

separation of DNA fragments generated by

various methods. One such method is called

RFLP (restriction fragment length polymor-

phisms) and involves the digestion of a total

DNA extract or a previously amplified target

sequence with one or more restriction endonu-

cleases, i.e. enzymes which cut DNA only at

a particular target site defined by a specific

oligonucleotide sequence. Fragments from this

digest can be blotted from the gel onto

a membrane; fragments belonging to a known

gene can be visualized by hybridizing with

a fluorescent or radioactively labelled DNA

probe of the same gene. In this way, a banding

pattern is obtained and can be compared with

that of other fungal isolates prepared under

identical experimental conditions.

A similar method, RAPD (random amplified

polymorphic DNA), produces DNA bands not by

digestion, but by the amplification of DNA

sequences. For this purpose, a DNA extract is

incubated with a DNA polymerase, deoxynucleo-

side triphosphates and one or more short

oligonucleotides which act as primers for the

polymerase by binding to complementary DNA

sequences which should be scattered throughout

the genome. Amplification is achieved by means

of the PCR (polymerase chain reaction), in which

the mixture is subjected to repeated cycles of

different temperatures suitable for annealing of

DNA and primer, polymerization, and dissocia-

tion of double-stranded DNA. The largest possible

size of the amplification product depends on the

polymerization time; bands visible on a gel will

be produced only if two primer binding sites

happen to be in close proximity to each other, so

that the intervening stretch of DNA sequence can

be amplified from both ends within the chosen

polymerization time. The number and size of

RAPD bands on electrophoresis gels can be

compared between different fungi, provided

that all samples have been produced under

identical conditions.

Isozyme, RFLP and RAPD analyses all generate

data which are useful mainly for comparing
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closely related isolates. Since the results strongly

depend on the experimental conditions

employed, there are no universal databases for

these types of analysis. Further, they are unsuit-

able for comparisons of distantly related or

unrelated organisms. A breakthrough in the

taxonomy of fungi as well as other organisms

was achieved when primers were developed

which guided the PCR amplification of specific

stretches of DNA universally present and fulfill-

ing a homologous function in all life forms. Once

amplified, the sequence of bases can be deter-

mined easily. Such methods were first applied to

bacterial systematics with spectacular results

(Woese, 1987). In eukaryotes, the most widely

used target sequences are those encoding the 18S

or 28S ribosomal RNA (rRNA) molecules, which

fulfil a structural role in the small or large

ribosomal subunits (respectively), or the non-

coding DNA stretches (ITS, internal transcribed

spacers), which physically separate these genes

from each other and from the 5.8S rRNA

sequence in the nuclear genome (Fig. 1.24;

White et al., 1990). The structural role which

rRNA molecules play in the assembly of ribo-

somes requires them to take up a particular

configuration which is stable because of intra-

molecular base-pairing. Since certain regions of

each rRNA molecule hybridize with complemen-

tary regions within the same molecule or with

other rRNA molecules, mutations in the DNA

encoding these regions are rare because they

would impair hybridization and thus the func-

tioning of the rRNA molecule unless accompa-

nied by a mutation at the complementary

binding site. The non-pairing loop regions of

the rRNA gene and the ITS sequences are not

subjected to such a strong selective pressure and

thus tend to show a higher rate of mutation.

Nucleotide sequences therefore permit the

comparison of closely related species or even

strains of the same species (ITS sequences), as

well as that of distantly related taxa or even

members of different kingdoms (18S or 28S

rRNA). Further, because extensive databases are

now available, the sequence analysis of a single

fungus can provide meaningful taxonomic infor-

mation when compared with existing sequences.

In addition to ribosomal DNA sequences, genes

encoding cytochrome oxidase (COX), tubulins or

other proteins with conserved functions are now

used extensively for phylogenetic purposes.

Once comparative data have been obtained

either by banding patterns or gene sequencing,

they need to be evaluated. This is usually done by

converting the data into a matrix, e.g. by scoring

the absence or presence of a particular band.

With comparisons of aligned DNA sequences,

only informative positions are selected for the

matrix, i.e. where variations in the nucleotides

between different fungi under investigation are

observed. When the matrix has been completed,

it can be subjected to statistical treatments,

and phylogenetic trees are drawn by a range of

algorithms. In some, the degree of relatedness

of taxa is indicated by the length of the branch

separating them (see Figs. 1.25, 1.26). Such

information is thought to be of evolutionary

significance; the greater the number of differ-

ences between two organisms, the earlier the

separation of their evolutionary lines should

have occurred.

1.5.3 How old are fungi?
Several lines of evidence indicate that fungi are a

very ancient group of organisms. Berbee and

Taylor (2001) have attempted to add a timescale

to phylogenetic trees by applying the concept of

a ‘molecular clock’, i.e. the assumption that the

rate of mutations leading to phylogenetic diver-

sity is constant over time and in various groups

of organisms. By calibrating their molecular

clock against fossil evidence, Berbee and Taylor

(2001) estimated that fungi may have separated

from animals some 900million years ago,

i.e. long before the evolution of terrestrial

organisms. This estimate is consistent with the

discovery of fossilized anastomozing hypha-like

structures in sediments about 1 billion years

old (Butterfield, 2005). Fungi recognizable as

Chytridiomycota, Zygomycota and Ascomycota

have been discovered among fossils of early

terrestrial plants from the Lower Devonian

Rhynie chert, formed some 400million years

ago (Taylor et al., 1992, 1999, 2005). It is apparent

that these early terrestrial plants already enter-

tained mycorrhizal symbiotic associations
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Fig1.24 The spatial arrangement of a nuclear rRNA gene repeat unit. Each haploid fungal genome contains about 50�250 copies
of this repeat, depending on the species (Vilgalys & Gonzalez,1990).The three structural rRNA genes encoded by one repeat unit,
i.e.18S, 5.8S and 28S, are separatedby internal and external transcribed spacers (ITS and ETS, respectively). Adjacent copies of
the repeat unit are separated by a short non-transcribed spacer (NTS).Thewhole unit is transcribed into a 45S precursor RNA in
one piece, followedby excision of the three structural RNAmolecules from the spacers which are not used.The 5S rRNA gene
is encoded at a separate locus.The18S rRNAmolecule is part of the small ribosomal subunit, whereas the other three contribute
to the large subunit.

Fig1.25 The phylogenetic relationships of Fungi and fungus-like organisms studied bymycologists (printed in bold), with other
groups of Eukaryota.The analysis is basedoncomparisons of18SrDNA sequences.Modified andredrawn fromBrunsetal. (1991) and
Berbee and Taylor (1999).
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with glomalean members of the Zygomycota

(see p. 218).

1.5.4 The taxonomic system adopted
in this book

The discipline of fungal taxonomy is evolving at

an unprecedented speed at present due mainly

to the contributions of molecular phylogeny.

Numerous taxonomic systems exist, but this is

not the place to discuss their relative merits

(see Whittaker, 1969; Margulis et al., 1990;

Alexopoulos et al., 1996; Cavalier-Smith, 2001;

Kirk et al., 2001). In this book we have tried to

follow the classification proposed in The Mycota

Volumes VIIA and VIIB (McLaughlin et al., 2001),

but even in these volumes the authors of

different chapters have used their own favoured

systems of classification rather than adopting

an imposed one. In cases of doubt, we have

attempted to let clarity prevail over pedantry.

Fungi in the widest sense, as organisms

traditionally studied by mycologists, currently

fall into three kingdoms of Eukaryota, i.e. the

Eumycota which contain only fungi, and the

Protozoa and Chromista (¼ Straminipila), both

of which contain mainly organisms not studied

by mycologists and were formerly lumped

together under the name Protoctista (Beakes,

1998; Kirk et al., 2001). The Protozoa are

notoriously difficult to resolve by phylogenetic

means, and the only firm statement which can

be made at present is that they are a diverse

and ancient group somewhere between the

higher Eukaryota (‘crown eukaryotes’) and the

Fig1.26 Phylogenetic relationships within the Eumycota, based on18S rDNA comparisons.This tree illustrates the analytical
power ofmolecular phylogenetic analyses; all four phyla of Eumycota are resolved.However, it also highlights problems in that
Basidiobolus groups with the Chytridiomycota, although sharing essential biological features with the Zygomycota, and that
conversely Blastocladiella groups with the Zygomycota instead of the Chytridiomycota.Modified and redrawn from Berbee and
Taylor (2001), with kind permission of Springer Science and Businessmedia.
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prokaryotes (Kumar & Rzhetsky, 1996). An over-

view of eukaryotic organisms, in which those

groups treated in this book are highlighted,

is given in Fig. 1.25. Among the Protozoa, the

Plasmodiophoromycota are given extensive

treatment because of their role as pathogens

of plants (Chapter 3), whereas the various

forms of slime moulds are considered only

briefly (Chapter 2). Similarly brief overviews

will be given of most groups of Straminipila

studied by mycologists (Chapter 4), except for

the Oomycota which, despite their separate

evolutionary origin, represent a major area of

mycology (Chapter 5). All remaining chapters

deal with members of the Eumycota (¼ Kingdom

Fungi). The scheme is summarized in Table 1.2

and illustrated in Fig. 1.26. An overview of the

nomenclature used for describing taxa within

the Eumycota is given in Table 1.3.

In the past, fungi which solely or mainly

reproduce asexually (Fungi Imperfecti,

Deuteromycota, mitosporic fungi, anamorphic

fungi) were considered separately from their

sexually reproducing relatives the teleomorphs,

and separate anamorph and teleomorph

genera were erected. However, information

from pure-culture studies and molecular phylo-

genetic approaches has linked many anamorphs

with their teleomorphs. For instance, the coni-

dial (imperfect) state of the common brown-

rot fungus of apples and other fruits is called

Monilia fructigena, whereas the sexual (perfect)

Table1.2. The classification scheme adopted in

this book, showing mainly those groups treated in

some detail.

KINGDOMPROTOZOA
Myxomycota (Chapter 2)

Acrasiomycetes
Dictyosteliomycetes
Protosteliomycetes
Myxomycetes

Plasmodiophoromycota (Chapter 3)
Plasmodiophorales
Haptoglossales (Oomycota?)

KINGDOMSTRAMINIPILA
Hyphochytriomycota (Chapter 4)
Labyrinthulomycota (Chapter 4)

Labyrinthulomycetes
Thraustochytriomycetes

Oomycota (Chapter 5)
Saprolegniales
Pythiales
Peronosporales

KINGDOMFUNGI (EUMYCOTA)
Chytridiomycota (Chapter 6)

Chytridiomycetes
Zygomycota (Chapter 7)

Zygomycetes
Trichomycetes

Ascomycota (Chapter 8)
Archiascomycetes (Chapter 9)
Hemiascomycetes (Chapter10)
Plectomycetes (Chapter11)
Hymenoascomycetes

Pyrenomycetes (Chapter12)
Erysiphales (Chapter13)
Pezizales (Chapter14)
Helotiales (Chapter15)
Lecanorales/lichens (Chapter16)

Loculoascomycetes (Chapter17)
Basidiomycota (Chapter18)

Homobasidiomycetes (Chapter19)
Homobasidiomycetes: gasteromycetes
(Chapter 20)
Heterobasidiomycetes (Chapter 21)
Urediniomycetes (Chapter 22)
Ustilaginomycetes (Chapter 23)

Table1.3. Example of the hierarchy of taxonomic

terms. The wheat stem rust fungus, Puccinia

graminis, is used as an example.

Kingdom Fungi
Subkingdom Eumycota
Phylum Basidiomycota

Class Urediniomycetes
Order Uredinales

Family Pucciniaceae
Genus Puccinia

Species Puccinia graminis
Race Puccinia graminis
f. sp. tritici
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state is apothecial, being called Sclerotinia

(Monilinia) fructigena. As far as is possible, we

shall consider anamorphic states of fungi in

the context of their known sexual state. Thus,

an account of the brown-rot of fruits, although

encountered predominantly as the conidial

state, will be given in the chapter dealing

with apothecial fungi (Helotiales, Chapter 15).

Where practical, we have given the teleomorph

name priority over the anamorph. As a long-

term future goal, Seifert and Samuels (2000)

and Seifert and Gams (2001) have outlined

a unified taxonomy which might ultimately

lead to the abolition of the names of anamorphic

genera.

However, with certain ecological groups

such as the Ingoldian aquatic fungi (Section

25.2) and nematophagous fungi (Section 25.1),

which have diverse relationships, we have

deliberately chosen to consider them in their

ecological context rather than along with their

varied taxonomic relatives.
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